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Abstract

This paper studies the interplay between the sectoral allocation of credit and long-

run economic development. We document new Financial Kuznets Facts: as economies

grow, (i) the share of manufacturing credit relative to value added falls, (ii) the share

of real estate credit rises, and (iii) the reliance on and price of real estate collateral in-

crease. A two-sector structural change model with heterogeneous collateral constraints

explains these patterns through a relative loosening of financing constraints in real es-

tate as countries develop. Governments have historically tried to address financial fric-

tions by directing credit to “priority sectors,” especially manufacturing. A new dataset

reveals that the liberalization of such policies is associated with a reallocation of credit

to real estate. Further, we document that manufacturing credit predicts higher long-run

growth, while real estate credit predicts lower growth, consistent with theories empha-

sizing growth-enhancing externalities of manufacturing. Our findings highlight the

role of financial frictions and government policy in shaping credit allocation, structural

change, and growth.
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1 Introduction

Recent decades have witnessed a large rise in real estate-related credit in many economies.
At the same time, the size of the manufacturing sector has declined. On the one hand, the
reallocation of economic activity and credit away from manufacturing to real estate and
service sectors may reflect the natural process of structural transformation in economic de-
velopment (Kuznets, 1957). On the other hand, the rise of real estate-based finance and
the decline in manufacturing has raised concerns that that there might be “too much of the
wrong type of credit” (Turner, 2016) amid broader worries of “premature deindustrializa-
tion” (Rodrik, 2016).

In this paper, we systematically investigate the interplay between the sectoral allocation
of credit and long-run economic development. We examine the following questions: How
does the sectoral allocation of credit evolve over economic development? How does this
compare to the sectoral allocation of real activity? What are the mechanisms behind real
and financial structural changes? And does the sectoral allocation of credit matter for long-
run economic growth?

Financial Kuznets Facts We start by presenting a novel set of empirical facts about the
sectoral allocation of credit and real activity over the course of economic development.
We use novel data on the sectoral allocation of credit covering a sample of 120 countries
from 1940-2020 from an updated version of the Global Credit Project database (Müller and
Verner, 2024). These data allow us to present the following Financial Kuznets Facts:

(i) At low levels of economic development, the vast majority of firm credit flows to the
manufacturing sector. However, as countries become richer, the share of credit to
the manufacturing sector decreases relative to its share in value added. Thus, while
the share of manufacturing in GDP and employment is hump-shaped over economic
development, the share of manufacturing credit declines almost monotonically with
rising real GDP per capita.

(ii) The share of credit to the construction and real estate sectors (“real estate”) sees a
large relative increase over economic development, outpacing its rise as a share of
value added. The real estate sector thus has an outsized role in credit markets relative
to the real economy at high levels of development.

(iii) As countries become richer, they see an increase in real house prices and in the rela-
tive importance of real estate collateral, both in credit to households and firms.
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Overall, these facts suggest that structural transformation in the credit market is more
pronounced than that in the real economy. Moreover, they point to a role for rising collat-
eral values in explaining structural transformation in the economy.

Model and Mechanisms To understand the potential mechanisms behind these Financial
Kuznets Facts and their relationship to established patterns of structural transformation,
we build a two-sector general equilibrium model featuring a manufacturing and real es-
tate sector. The model combines collateral constraints in the spirit of Kiyotaki and Moore
(1997) with a workhorse supply-side structural change framework as in Ngai and Pis-
sarides (2007). Entrepreneurs in each sector have sector-specific total factor productivity
(TFP), collateral input shares, and collateral constraints. They borrow from a patient saver
until their collateral constraint becomes binding. In the model, real estate thus has a dual
function, being both consumed and used as collateral.

Our model highlights that both economic forces (changes in sectoral productivity) and
financial forces (changes in sectoral collateral constraints) can drive structural changes in
credit and the real economy. First, consider the economic force. A rise in the manufac-
turing sector TFP, an important feature of economic development, leads to higher demand
for residential housing and real estate collateral. This, in turn, drives up the price of real
estate in equilibrium, consistent with the fact that real estate prices are strongly increas-
ing over economic development. If the manufacturing good and residential housing are
complements in consumption, then output migrates from manufacturing to real estate as
countries become richer, as in Ngai and Pissarides (2007). The same is true for credit. Based
on this real economic force alone, we would thus expect structural transformation in credit
to mirror that of output.

In the model, endogenous changes in real estate prices mediate the effect of productiv-
ity changes through a collateral channel, leading to relative expansions in sectors that are
more reliant on real estate collateral and thereby affecting the pattern of structural trans-
formation. Using instrumental variable local projections, we confirm that shocks to house
prices lead to stronger credit growth in sectors with a higher reliance on real estate collat-
eral, especially the real estate sector.

Second, consider the financial force, which affects structural change through changes
in sectoral collateral constraints. A loosening of collateral constraints encourages more
intensive usage of real estate collateral. If the collateral constraint relaxes more in the real
estate sector than in manufacturing, both credit and output are reallocated towards real
estate. Moreover, the reallocation in credit will outpace that in the real economy, leading to
a rise in the ratio of sectoral credit-to-output, as we observe in the data. In fact, we show
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that in our model the financial force (in essence, a sector’s reliance on real estate collateral)
is the sole factor that differentially affects the degree of structural change in credit and the
real economy.

Why would collateral constraints in different sectors change differentially over the course
of economic development? One reason are changes in the reliance on tangible versus in-
tangible capital. Intangible assets are harder to redeploy and liquidate, so they support a
lower borrowing capacity than tangible assets (Dell’Ariccia et al., 2021; Falato et al., 2022).
Empirically, we show that higher levels of GDP per capita are associated with a marked
increase in the share of intangible assets used by the manufacturing sector but not by the
real estate sector. We further show that growth in a sector’s tangible assets is more strongly
correlated with credit growth than growth in intangible assets. These findings provide a
rationale for why real estate collateral constraints become less binding, relative to those in
manufacturing, as countries get richer.

Quantification Our model allows us to decompose structural change in credit and the
real economy into three underlying drivers: (1) the relative productivity of the manufac-
turing and real estate sectors, (2) the relative reliance on real estate collateral in each sector,
and (3) the price of real estate collateral. We evaluate the model at the steady-state equilib-
rium by varying sectoral TFP and collateral constraints across income levels. The calibrated
model successfully matches changes in credit, output, real estate prices, sectoral TFP, and
total output per worker over the course of development.

Our calibration yields the following patterns. Manufacturing TFP rises strongly over
economic development, while real estate TFP is stagnant. The manufacturing sector’s col-
lateral constraints are hump-shaped, rising at low levels of economic development but de-
clining at higher levels. In contrast, real estate collateral constraints rise consistently over
the course of economic development.

Using this quantitative model as a laboratory, we conduct a development accounting
analysis similar to Caselli (2005). Our key finding is that differences in sectors’ reliance on
real estate inputs account for 88% of the observed structural transformation in credit and
57% of that in output, holding prices fixed. However, taking general equilibrium effects
into consideration, we find that cross-country variation in collateral constraints explain
68% of credit market structural change, while sectoral TFP difference account for almost
all of the real economy structural change. Furthermore, we find that sectoral differences in
TFP account almost entirely for the rise in real estate prices over the course of development.

Our model quantification suggests that financial factors significantly impact real activ-
ity primarily when they contribute to substantial gains in manufacturing sector TFP, as in

3



Moll (2014) and Buera and Shin (2013). To capture this idea, we extend the model to allow
an expansion in manufacturing credit to improve manufacturing TFP by improving the se-
lection of entrepreneurs. We find that better access to finance can play a large role through
improvements in TFP at early stages of development. By contrast, the reversal in collateral
constraints of the manufacturing sector at moderate levels of development could partly
explain premature de-industrialization through the same mechanism (Rodrik, 2016).

Directed Credit Policy and Credit Allocation Next, we examine the role of government
policy in influencing the sectoral allocation of credit over the course of development. Many
governments have historically steered credit into “priority” sectors, especially to the manu-
facturing sector, as part of a broader industrial policy agenda. Some of the most prominent
examples are the East Asian “growth miracles,” although such directed credit policies were
also widely used in France and the United Kingdom. To understand the potential role
of these policies in shaping the allocation of credit, we construct a new narrative-based
chronology of directed credit liberalization events for 37 countries from a wide range of
primary and secondary sources. We identify years in which these countries abandoned or
considerably decreased the importance of directed credit policies targeting specific sectors.
Because these policies generally aimed to subsidize manufacturers and prevent excessive
lending for real estate purposes, we can interpret them as shocks to sector-specific financ-
ing constraints, similar to those in our model.

We find that the abolition of directed credit policies is followed by a reallocation of
credit and output from manufacturing to real estate. There is also an increase in the credit-
to-output ratio in the real estate sector. These patterns suggest that shocks to financing
constraints in a sector can accelerate structural transformation in credit and output even in
the absence of changes in productivity. More broadly, they show how some governments
have attempted to direct credit to the manufacturing sector at early stages of development
as part of a broader development strategy to import technology and accelerate TFP growth.

Credit Allocation and Long-Run Growth In the final part of the paper, we examine the
relevance for structural change in credit for a country’s economic growth. A growing theo-
retical literature argues that the allocation of credit and real activity may matter for aggre-
gate TFP growth. In particular, if there are positive externalities to productivity from allo-
cating real resources to the manufacturing sector, then relaxations in financing constraints
in the real estate sector or increased demand for real estate could crowd out investments
in the manufacturing sector, slowing long-run growth (Benigno et al., 2020; Hirano and
Stiglitz, 2024). We show empirically that a larger share of manufacturing credit is robustly
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positively correlated with future growth in real GDP per capita. In contrast, we find that
economic growth is negatively correlated with the share of credit to the real estate sector.
While these patterns can at best be interpreted as suggestive, they are, to the best of our
knowledge, the first systematic evidence that the allocation of credit may play a role in
economic development.

Related Literature The allocation of resources across sectors over the course of economic
development has been studied since at least since Lewis (1954), Rybczynski (1955), and
Kuznets (1957, 1973). It is well-known that economies shift from agriculture to manu-
facturing and then to services as countries get richer; see Herrendorf et al. (2014) and
Gollin and Kaboski (2023) for surveys. Previous research has proposed several mecha-
nisms to account for these canonical “Kuznets facts.”1 A separate literature has empha-
sized the role of financial factors in business cycle fluctuations, where a key idea is that
such macro-financial linkages are amplified by the presence of collateral constraints (Kiy-
otaki and Moore, 1997; Bernanke et al., 1999).2 A few papers have empirically studied the
link between the allocation of credit to different sectors with business cycle dynamics or
financial crises (Büyükkarabacak and Valev, 2010; Jordà et al., 2016, 2015; Mian et al., 2020;
Müller and Verner, 2024).

Our paper sits at the intersection of these two strands of literature. To the best of our
knowledge, we are the first to document structural changes in financial resources (credit)
across different sectors over the course of long-run economic development, which we call
“financial Kuznets facts.”3 We also build on the supply-side structural change literature.
Because the productivity in the manufacturing sector increases over development while
that in the real estate sector remains stagnant (Kirchberger and Beirne, 2023; Goolsbee
and Syverson, 2023), the price of less productive goods (in our case, housing) increases
with development (Baumol, 1967; Ngai and Pissarides, 2007). We build on this idea by

1Among others, the proposed theoretical channels include non-homothetic preferences (Kongsamut et al.,
2001; Herrendorf et al., 2013; Boppart, 2014; Comin et al., 2021), differences in sectoral productivity growth
rates (Baumol, 1967; Ngai and Pissarides, 2007; Duarte and Restuccia, 2010), and differences in sectoral capital
intensity along with capital deepening (Acemoglu and Guerrieri, 2008). Empirical work has highlighted
many potential mechanisms underlying structural transformation, including the rise of the service economy
(Buera and Kaboski, 2012; Fan et al., 2023), human capital accumulation (Porzio et al., 2021), skill-biased
technological change (Buera et al., 2022), improvement of agriculture productivity (Matsuyama, 1992; Bustos
et al., 2016), capital accumulation through financial integration (Bustos et al., 2020), technology and know-
how transfer from foreign countries (Giorcelli and Li, 2021), and global imbalances (Kehoe et al., 2018).

2Empirical evidence on the link between credit and business cycles includes, among others, Schularick
and Taylor (2012), Gourinchas and Obstfeld (2012), Jordà et al. (2016), Mian et al. (2017), and Brunnermeier
et al. (2021).

3Our paper follows other research documenting new cross-country facts for economic development, in-
cluding Gollin et al. (2014), Bick et al. (2018), Lagakos et al. (2018), Donovan et al. (2023), and Greenwood
et al. (2023), among others.
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introducing a novel collateral channel, the role of which has been widely studied in the
business cycle literature (Iacoviello, 2005; Gan, 2007; Chaney et al., 2012; Liu et al., 2013;
Elenev et al., 2021), but less so in studying long-run economic outcomes. Our quantitative
results suggest a limited role of relaxing financial constraints on changes in house prices
as countries get richer, compared with improvements in productivity, an insight similar
to Kiyotaki et al. (2011). We also emphasize that the presence of collateral constraints can
result in different rates of capital deepening across sectors as countries develop. As such,
the idea that collateral constraints may affect structural transformation can be interpreted
as a “financial” analogue of Acemoglu and Guerrieri (2008), in the sense that an overall
capital deepening leads resources to flow into more capital-intensive sectors, measured by
a higher share of real estate inputs in our setting.

We also contribute to the broader literature on the role of finance in economic develop-
ment (e.g., Greenwood and Jovanovic, 1990; King and Levine, 1993; Levine, 1997; Green-
wood et al., 2010; Song et al., 2011). Over a century ago, Schumpeter (1911) argued that
credit, as a productive force for entrepreneurs, plays a vital role for economic growth.4 By
contrast, the seminal work of Lucas (1988) on economic development argues the role of fi-
nance is popularly over-stressed.5 Our paper provides a new lens to revisit this long-standing
debate by studying the role of the sectoral allocation of credit. First, we find that differences
in the availability of collateral coupled with financing constraints are what matters most
for the composition of credit. Moreover, we find the role of financial constraints is not
the same over different phases of development. At the early stage of development, relax-
ing collateral constraints in the manufacturing sector is more important, a result related to
the literature on stage-dependent development polices (Acemoglu et al., 2006; Itskhoki and
Moll, 2019; Matsuyama, 2007; Huneeus and Rogerson, 2023, among others). Second, we ar-
gue that the effect of financial forces on output is mediated by how they affect sectoral TFP.
This yields a similar conclusion as a large body of macro-development literature: financial
constraints facilitates a better selection into entrepreneurship (Evans and Jovanovic, 1989;
Buera et al., 2011; Midrigan and Xu, 2014), which acts as a TFP-enhancing technology (Moll,
2014; Buera and Shin, 2013; Howes, 2022). Third, we empirically document that the sec-
toral allocation of credit matters predicts economic development, above-and-beyond the

4In Chapter 3 of Schumpeter (1911), Credit and Capital, Schumpeter states: “By credit, entrepreneurs are
given access to the social stream of goods before they have acquired the normal claim to it ... Granting
credit in this sense operates as an order on the economic system to accommodate itself to the purposes of the
entrepreneur, as an order on the goods which he needs: it means entrusting him with productive forces. It is
only thus that economic development could arise from the mere circular flow in perfect equilibrium.”

5Lucas (1988) reiterates that “I believe that the importance of financial matters is very badly over-stressed
in popular and even much professional discussion and so am not inclined to be apologetic for going to the
other extreme. Yet insofar as the development of financial institutions is a limiting factor in development
more generally conceived I will be falsifying the picture, and I have no clear idea as to how badly.”
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allocation of real activity, suggesting that what credit finances may matter for its relation
to growth, as suggested by models of Benigno et al. (2020) and Hirano and Stiglitz (2024).
Finally, we present new evidence that policymakers actively shape the allocation of credit
as part of broader development policies, and our evidence is consistent with these policies
relaxing financing constraints in the manufacturing sector. Thus, our evidence suggests
that, in many contexts, policymakers believe that the allocation of finance mattered for
development.

2 Financial Kuznets Facts and the Role of Collateral in Development

2.1 Financial Kuznets Facts

In this section, we document a new set of stylized facts about the financial side of structural
transformation and compare them with the well-known pattern that countries move from
agriculture to manufacturing to services over economic development. In homage to the
author first popularizing this pattern, we call these Financial Kuznets Facts.

Our data come from the Global Credit Project, a large cross-country database that breaks
down outstanding credit in the economy into different sectors. The underlying data are
drawn from hundreds of scattered sources, including statistical publications, data appen-
dices from central banks, and newly-digitized archival data. We refer the interested reader
to Müller and Verner (2024) for more details. In this dataset, credit refers to the end-of-
period outstanding claims of financial institutions on the domestic private sector. We also
add sectoral data on value added and employment, also taken from Müller and Verner
(2024). Because we are interested in the broad patterns of structural changes, we aggregate
these industry-level data into four sectors: agriculture, manufacturing, construction and
real estate (“real estate”), and services.6

We focus on how factors and resources are allocated across sectors during the process of
economic development. To do so, we compute the share of each sector in outstanding non-
financial corporate credit, value added, and employment following the existing literature
(see Herrendorf et al., 2014). For our main analysis, we restrict our sample to country-
year observations with non-missing credit shares for consistency. This sample contains 77
countries and 1707 country-year observations, ranging from 1970 to 2014.

Figure 1 plots how the share of each sector in credit, value added, and employment
varies across income levels. Before discussing the financial side of structural transfor-

6Given data limitations, the credit data often bulks together manufacturing (ISIC section C) with mining
(section B), although the latter is a very small share of outstanding credit in almost every country. We com-
pute the values for value added and employment equivalently to be consistent. For simplicity, we will refer
to manufacturing and mining simply as “manufacturing” for the remainder of the paper.
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Figure 1: Financial and Canonical Kuznets Facts

(a) Agriculture (b) Manufacturing and Mining

(c) Construction and Real Estate (d) Service

Note: These binscatter plots visualize the share of different sectors in outstanding non-financial corporate
credit, value added, and employment over the course of economic development (measured by the natural
logarithm of real GDP per capita).

mation, we note that our data successfully replicates the canonical “Kuznets facts” on
structural transformation in the real economy. As countries become richer, the share of
agriculture in employment and value added declines, the share of manufacturing first in-
creases and then declines, and the share of the tertiary sector (including real estate) in-
creases (Kuznets, 1973).

Structural changes in the credit market tell a different story. Figure 1 reveals two notable
facts about the evolution in the allocation of credit over economic development. First,
at low levels of development, credit to manufacturing is an outsize share of total credit
to firms, accounting for a substantially higher share of credit than employment or value
added. However, as countries develop, the share of manufacturing in credit falls much
more than one would expect based on the sector’s share in the real economy. Second, the
flipside of the decline in manufacturing credit is the sharp rise in real estate credit. The rise
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in credit to real estate is considerably more pronounced than the increase in value added
or employment. For high-income countries, real estate accounts for a significantly larger
share in firm credit than in value added or employment.

In addition, Figure 1 shows that credit to agriculture is low and only mildly declines
over the course of development, in contrast to its large decline in the share in employment
and value added. The service sector’s share in credit also does not vary a lot, unlike its
salient increase in employment and value added. Given that the most dramatic pattern of
structural change in credit markets is the shift from manufacturing to real estate, we focus
the rest of the paper on these two sectors.

A look at time series patterns suggests a similar picture. In Appendix Figure E.1, we
also find that the real estate sector has risen in importance over time (relative to value
added), and the opposite pattern for manufacturing. This adds nuance to the well-known
fact that the ratio of total credit to the private sector relative to GDP has increased over time
(Schularick and Taylor, 2012; Müller and Verner, 2024). Appendix Tables F.1 to F.4 plot the
results from regressions that replicate the same pattern, even when we include country or
year fixed effects.

2.2 Real Estate Collateral and Development

We next document an increasing importance of real estate collateral as countries become
richer. In particular, we study how the price and prevalence of real estate collateral change
over the course of economic development. To proxy for changes in the price of collateral,
we look at real house price indices. In particular, we construct a house price index using the
Bank for International Settlement’s residential property price series, OECD data on house
prices, the Dallas Fed International House Price Database, and additional data from Jordà
et al. (2017).

Figure 2a shows a binscatter plot of a country’s real house prices against its GDP per
capita. Since housing price indices are not comparable across countries in levels, we in-
clude country fixed effects, which means we only exploit variation in house prices within
a country over time. The resulting pattern is striking: there is an almost linear positive
relation between real GDP per capita and house prices.

Next, we look at the reliance on real estate collateral in the economy using two mea-
sures: the share of household credit accounted for by residential mortgages, compiled from
the data in Müller and Verner (2024), and firms’ reliance on real estate as collateral com-
puted from BEEPS survey data. Both measures suggest that richer economies use substan-
tially more real estate collateral, both in the household and corporate sectors, as shown in
Figure 2b and 2c.
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Figure 2: Real Estate Collateral and Development

(a) House Prices
(b) Share of Residential Mort-
gages in Household Credit

(c) Share of Real Estate Collat-
eral in Firm Credit

Note: These figure show stylized facts on the importance of real estate collateral and its valuation over the
course of economic development. Figure 2a plots log real house prices, compiled from the Bank for Interna-
tional Settlement’s residential property price series, OECD, Dallas Fed International Housing Price Database,
and Jordà et al. (2017). We include country fixed effects since house price indices are only comparable within
a given country. Figure 2b plots the ratio of residential mortgages to household credit constructed from
the Global Credit Project (Müller and Verner, 2024). Figure 2c is the real estate collateral share in firm credit,
weighted by logged sales. We use the BEEPS (EBRD-World Bank Business Environment and Enterprise
Performance Survey) survey (2002, 2004, 2005, 2009, 2011-2015, 2018-2020) to calculate these statistics for
countries where we have more than 20 observations. Due to the sparse nature of this data source, we restrict
the number of bins to 15.

3 Model: Kiyotaki and Moore (1997) Meet Ngai and Pissarides (2007)

To rationalize the empirical facts in Section 2.1, we build a two-sector general equilibrium
model with two key features. First, entrepreneurs face collateral constraints, and real estate
serves both as a production input and as collateral for debt, similar to Kiyotaki and Moore
(1997). Second, we adopt the workhorse supply-side structural change model of Ngai and
Pissarides (2007), where structural transformation is driven by difference in productiv-
ity growth between the manufacturing and real estate sectors. We evaluate this tractable
model at the steady state equilibrium, derive analytical comparative statics, and analyze
the contribution of economic forces (changes in sectoral TFP) and financial forces (changes
in collateral constraints) for the sectoral allocation of credit and output. We specify the
model in Section 3.1 and organize the model predictions in Section 3.2. Proofs and exten-
sions of the baseline model are in Appendix A.

3.1 Setup

Time is discrete and runs infinitely. A closed economy is populated by savers (denoted by
H) and spenders (manufacturing and real estate entrepreneurs, denoted by M and E).7 The

7As a convention, we index entrepreneurs or sectors using j ∈ {M, E}, and index agents, including savers
and entrepreneurs, using i ∈ {S, M, E}.
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manufacturing good is the numeraire.

Preferences Agent i consumes the manufacturing good ci
t and housing service hi

t each
period, maximizing the life-long discounted utility,

∞

∑
t=0

(βi)t
[
(ci

t)
η−1

η + s(hi
t)

η−1
η

] η
η−1

, (1)

where s is the weight of the housing service in the consumption bundle, and η is the elas-
ticity of substitution.8 We assume savers are more patient than entrepreneurs, and en-
trepreneurs share the same discount factor with β = βM = βE.

Entrepreneurs The entrepreneur in sector j with productivity zj
t operates firms using

commercial land l j
t as an input. The production function is given by yj

t = zj
t(l

j
t)

αj
, with

a sector-specific collateral input share αj < 1. In each period, her flow of fund constraint is

cj
t + qth

j
t + qt

[
l j
t+1 − (1 − δ)l j

t

]
+ dj

t = pj
ty

j
t +

dj
t+1

1 + rt
, (2)

where qt is the price of collateral or residential housing, r is the real interest rate, and δ is
the depreciation rate. In each period, she earns the profit pj

ty
j
t, raises new debt in real terms

dj
t+1

1+rt
, pays back the last period debt dj

t, and invests in commercial land l j
t+1 − (1 − δ)l j

t at

price qt. On the consumption side, she consumes the manufacturing good cj
t and residential

housing service hj
t.

9

The maximum amount of debt raised by entrepreneur dt+1 is proportionate to the resale
value of current period’s collateral qt+1l j

t+1, following

dj
t+1 ≤ λjqt+1l j

t+1, (3)

Our specified collateral constraint is similar to (Kiyotaki and Moore, 1997), Iacoviello
(2005), Liu et al. (2013), and Catherine et al. (2022), which parsimoniously models a costly
contract enforcement scenario. In reality, λj may change due to credit policies (Buera and

8The housing service can be interpreted as the demand shifter for housing as in Liu et al. (2013) or the
housing demand channel of a credit expansion as in Mian et al. (2017).

9The residential housing service is a flow variable. This assumption keeps our model analytically tractable
such that, at the steady state, for all agents i, ci/hi = (q/s)η . This provides a simple aggregation rule so
that we do not need to track the redistribution of consumption across agents when analyzing comparative
statics. We relax this assumption in Section 5. The result is quantitatively similar if we assume agents make
residential housing investments.
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Shin, 2013; Itskhoki and Moll, 2019), improved legal systems to enhance creditor rights
(Djankov et al., 2007), or financial regulation or development (e.g., Rajan and Zingales,
1998; Liu et al., 2013).

Rest of the Model The saver consumes cS
t and hS

t and saves bt+1
1+rt

, i.e., cS
t + qthS

t +
bt+1
1+rt

=

bt. The manufacturing good is consumed, yM
t = ∑i ci

t, and real estate output is invested
by entrepreneurs as collateral or consumed by agents as residential housing service each
period, yE

t = ∑i hi
t + ∑j[l

j
t+1 − (1 − δ)l j

t]. The financial market clears with bt = ∑j dj
t.

3.2 Model Predictions

In Appendix A, we define the steady state equilibrium, prove its uniqueness and other
propositions, and provide auxiliary results. Here, we summarize the main model proper-
ties and predictions.

Financially Constrained Economy For each sector, collateral constraints are binding at
the steady state. Intuitively, savers are more patient and provide credit elastically, pricing
it at r = 1/βS − 1 (Iacoviello, 2005).

Collateral Price Passthrough The entrepreneur equalizes the marginal benefit and user
cost of using collateral, choosing

lE = (αEzEλ̃E)
1

1−αE , lM = (αMzMλ̃M/q)
1

1−αM , (4)

where λ̃j ≡ β

1−β(1−δ)−λj(βS−β)
increases with λj. The marginal benefit of collateral us-

age comes from two terms: (1) the marginal revenue production of collateral, and (2) the
marginal benefit of relaxing the flow of fund constraint due to more collateral. Equation
4 shows that lE does not vary with the collateral price q, while lM decreases with q. The
intuition is that, for the real estate sector, a higher q affects revenues and costs simultane-
ously, which are cancelled out. But in the manufacturing sector, a higher q solely increases
the user cost of collateral, and thus depresses the demand for collateral. Moreover, from
a partial equilibrium (PE) perspective, a higher level of collateral intensity in production
αj, an increase in sectoral TFP zj, and a less binding collateral constraint, represented by
higher λj, raise the demand for collateral as an input in that sector.

The model characterizes how the sectoral allocation of credit changes as the price of
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collateral increases. Holding all else equal,

ε
j
dq ≡

∂ log dj

∂ log q
= 1 +

∂ log l j

∂ log q
=

1 if j = E,

− αM

1−αM if j = M.
(5)

These PE comparative statics imply that an increase in the price of collateral will have an
asymmetric effect on credit growth in different sectors. In the real estate sector, a 1% increase
of q leads to a 1% increase of collateral values. By contrast, increasing the collateral price
has an additional price effect discouraging collateral usage by 1

1−αM percent for the man-
ufacturing sector, which we can see from Equation 4. This quantity effect overpowers the
price effect, leading to αM

1−αM percent decline in manufacturing credit. Suppose the collateral
price soars as a country becomes richer. The asymmetric collateral price passthrough in the
model means we expect to see more credit to the real estate sector relative to manufactur-
ing.

Decomposition Rules This tractable model provides simple formulas for the sectoral dis-
tribution of credit and output. Specifically, we can decompose changes in sectoral credit
and output multiplicatively into three channels: the relative productivity channel Z, the
collateral price channel Q, and the reliance on real estate channel Γ.

dE

dM =
ZE

ZM
ΓE

d
ΓM

d
Q,

qyE

yM =
ZE

ZM

ΓE
y

ΓM
y

Q, (6)

where

Zj = (zj)
1

1−αj , Q = q
1

1−αM , Γ
j
d = λj(αjλ̃j)

1
1−αj , Γ

j
y = (αjλ̃j)

αj

1−αj

Equation 6 provides important insights about the drivers of structural change in credit
and the real economy. Relative productivity (Z) and the price of collateral (Q) matter iden-
tically for the share of each sector in credit and output. The discrepancy between structural
transformation in credit and the real economy thus comes entirely from Γ. According to
the model, a divergence in real and financial structural change must be driven by either
(i) a differential change in the reliance on real estate in production, captured by αj, or (ii) a
differential change in the ability to borrow against real estate, captured by λj. As indicated
in Equation 4, looser financial constraints affect the allocation of collateral, which boosts

sectoral output, captured by (αjλ̃j)
αj

1−αj . Besides this collateral allocation effect, financing
constraints also directly impact a sector’s debt capacity, captured by the first term of Γ

j
d:

13



holding the collateral price fixed, for every additional unit of collateral usage, sectoral debt
increases by λj units.

Determination of the Collateral Price Both relative productivity and collateral constraints
are determined by the exogenous parameters of the model, while the collateral price is an
endogenous object. The collateral price q is determined by the market clearing condition
for real estate output:

Residual Supply︷ ︸︸ ︷
zE( ζ̃E︸︷︷︸

lE

)αE − δζ̃E =

Aggregate Demand︷ ︸︸ ︷
ζ̃Hq−η− αM

1−αM︸ ︷︷ ︸
h(q)

+δ ζ̃Mq−
1

1−αM︸ ︷︷ ︸
lM(q)

, (7)

where ζ̃ j ≡ (αjzjλ̃j)
1

1−αj for j ∈ {M, E} and ζ̃H ≡ sηzM(ζ̃M)αM
.

The left hand side of equation (7) is the residual supply of the real estate good, the differ-
ence between real estate output yE and collateral investment δlE in that sector at the steady
state. Residual supply is invariant with q from Equation 4. The right hand side includes
downward sloping residential housing demand h(q) and the manufacturing sector’s com-
mercial land investment δlM(q) with price elasticity of demand −η − αM

1−αM and − 1
1−αM ,

respectively. This aggregate demand curve for real estate output intersects with the inelastic
residual supply curve, which guarantees that a unique q clears the market at the steady
state.10

The following proposition showcases how the collateral price q varies with the exoge-
nous parameters.

Proposition 1 (Collateral Price). Holding all others fixed,

1. q increases with zM and λM, as well as s;

2. the elasticity of the collateral price q with respect to zM, denoted by εq,zM ≡ ∂ log q
∂ log zM is 1 if

η = 1, greater than 1 if η < 1, and less than 1 if η > 1;

3. if the real estate collateral constraint is relatively binding, i.e. λ̃E < 1/δ, the supply effect
dominates such that q decreases with zE and λE; otherwise, the demand effect dominates such
that q increases with zE and λE.

To gain some intuition for Proposition 1, Figure 3 plots the residual supply and ag-
gregate demand for the real estate good. Suppose there is an increase of zM, as in Figure

10As q → 0, the right hand side approaches +∞, while as q → ∞, it approaches 0.
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Figure 3: Determining the Price of Collateral

(a) Shift of Demand

Quantity

Collateral Price q

Residual Supply

Demand
q1

q2

A

B

(b) Shift of Residual Supply

Quantity

Collateral Price q

Residual Supply

Demand
q2

q1

D

C

Note: These figures illustrate how residual supply and demand determine the price of collateral in the steady
state equilibrium. The horizontal axis is the quantity of residual supply or demand, and the vertical axis is
the collateral price q. Panel (a) illustrates the case of an increase in zM, λM or s shifting the demand curve to
the right, from the dashed pink line to the solid pink line. The equilibrium moves from point A to B, along
with a rising collateral price from q1 to q2. Panel (b) illustrates the case of the real estate sector’s collateral
constraint is relatively binding, i.e. when λE < λ∗, and the supply effect dominates. In this case, an increase
of zE or λE shifts the residual supply curve to the right, from the dashed blue line to solid blue line. The
equilibrium moves from point C to D, along with a decline of collateral price from q1 to q2.

3a. Both the demand curves lM(q) and h(q) shift to the right, resulting in an overall shift
in aggregate demand. The residual supply, however, remains unchanged. Consequently,
the equilibrium moves from point A to B with a boost in the price of collateral q. A sim-
ilar analysis applies a the scenario where financial constraints become less binding. For
example, an increase in λM acts like an increase in manufacturing TFP (Buera and Shin,
2013; Itskhoki and Moll, 2019; Howes, 2022), leading to an increase in the price of collat-
eral. Moreover, a higher s, potentially due to a housing demand boost as in Mian, Sufi, and
Verner (2020), makes households spend more on the residential housing service, which
shifts h(q) to the right and boosts the collateral price q. This is in line with the intuition
in Liu et al. (2013), where competing demand between residential housing and the man-
ufacturing sector’s commercial land pushes up the collateral price in a credit-constrained
economy.

The second part of Proposition 1 presents the determination of the elasticity of the price
of collateral with respect to zM, which measures the percentage change of q in response
of percentage change of zM. This elasticity is essential for understanding how collateral
usage in the manufacturing sector changes in equilibrium with zM, taking into account
both partial equilibrium and collateral price effects. Recall that in Equation (4), we have

lM ∝ (zM/q)
1

1−αM .
To illustrate this idea, we start with a simple case with η = 1. A rising cost of the collat-

eral input exactly cancels out the increasing demand for collateral for the manufacturing
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entrepreneur, i.e., lM does not change. Thus, the demand elasticity for both residential
housing and the manufacturing sector’s commercial land investment are − 1

1−αM . Mean-
while, the Cobb-Douglas utility function cancels out income and substitution effects, such
that qh/c = s. Under this scenario, this implies that the elasticity of the collateral price with
respect to zM, εq,zM , equals one. When η < 1, the income effect overpowers the substitu-
tion effect, putting upward pressure on the collateral price relative to the case with η = 1.
Hence, εq,zM > 1 when η < 1. A similar analysis applies when η > 1.

The last part of Proposition 1 focuses on the shift of the residual supply curve. Consider
a scenario where the real estate sector’s financial constraints are relaxed. Due to two coun-
terbalancing forces, the change in the collateral price is state-dependent: (1) rising revenues
drive up the supply, and (2) there is growing demand for real estate collateral. When fi-
nancial constraints become relatively binding with λ̃E < 1/δ, the supply effect dominates.11

As shown in Figure 3, the residual supply curves move to the right, the equilibrium moves
from C to D, and the collateral price goes down.

Structural Change in the Credit Market and Real Economy We use the aforementioned
properties of the collateral price in Proposition 1 and combine them with our accounting
identity (6). We summarize the process of structural transformation in the credit market
and in the real economy over the course of development in the following proposition.

Proposition 2 (Financial and Canonical Kuznets Facts). Holding all else equal,

1. (Sectoral TFP) both the relative output shares qyE/yM and relative credit shares dE/dM do
not change with zM if η = 1, increase with zM if η < 1, and decrease with zM if η > 1;

2. (Sectoral Financial Constraints) if η = 1, the relative output share of real estate qyE/yM

increases with both λE and λM; if η = 1 the credit share dE/dM increases with λE and
decreases with λM.

The first part of Proposition 2 suggests a similarity between structural change in finance
and the real economy. As in the supply-side structural change literature pioneered by
Ngai and Pissarides (2007), when the elasticity of substitution is low, η < 1, resources are
allocated from the faster-growing manufacturing sector to the stagnant real estate sector,
an analogue of Baumol’s cost disease. In this way, there is nothing special about structural
change in the credit market compared to that in the real economy.

In the second part of Proposition 2, we shut down this real economy supply-side struc-
tural change mechanism. When η = 1, a sector’s share in credit and output do not depend

11When the supply and demand effects offset each other, the level of collateral usage in the real estate
sector is exactly the capital level with golden rule saving rate in the Solow-Swan model.
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on its TFP. Surprisingly, improvements in the financial system, characterized by more re-
laxed financial constraints, can shift output to the real estate sector, irrespective of whether
these improvements favor financing of manufacturing or real estate. That is, there is an
asymmetric effect, with increases in λE and λM both expanding the real estate sector. On
one hand, this works through the equilibrium price of collateral, since increases in λj act
like an improvement in sectoral TFP. On the other hand, because of the presence of collat-
eral constraints, there is a reallocation in the distribution of collateral across sectors through
a PE effect.

Turning to the credit market, an increase in λE boosts the relative share of the real es-
tate sector in credit for two reasons. First, it directs output towards the real estate sector.
Second, it boosts the sector’s debt capacity. For the manufacturing sector, these two fac-
tors move in opposite directions, so an increase in λM implies a reallocation of credit to
manufacturing.

Taken together, Proposition 2 highlights that variation in sectoral TFP or financial con-
straints over the course of development are sufficient to have an impact on structural trans-
formation in credit and the real economy. While the first part of Proposition 2 highlights
some similarities in the drivers of structural change in credit and output, the following
proposition showcases when these two will diverge:

Proposition 3 (Sectoral Credit to Value Added). A sector’s credit to valued added ratio κ j de-
pends on (1) the sectoral collateral elasticity in the production function αj, and (2) the slackness of
the collateral constraints λj, which is given by

κ j ≡ λjql j

pjyj = αjλjλ̃j. (8)

Proposition 3 highlights that changes in the price of collateral do not pass through to the
sectoral credit to value added ratio. Rather, changes in sectoral credit to value added are
driven by a sector’s share of real estate as an input and its collateral constraint. This result
directly comes from the Cobb-Douglas production function such that the collateral value
ql j is proportionate to revenue pjyj. Hence, the total amount of debt is linear with pjyj.
From the sectoral credit-to-output ratio, we know that the discrepancy between structural
change in credit and the real economy comes from the parameters related to the usage of
collateral. Intuitively, a higher share of collateral as an input (higher αj) and less binding
financial constraints (higher λj), holding all else equal, lead to a higher credit-to-output
ratio. This time, holding all others fixed, a larger λj leads to a higher share of real estate
collateral.
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Taking stock This section develops intuition for structural transformation in the credit
market and the real economy based on a simple model. There are two forces: (i) the eco-
nomic force that manufacturing productivity increases while real estate productivity re-
mains stagnant and (ii) the financial force that collateral constraints become less binding.

First, from a partial equilibrium perspective, an increase in sectoral TFP and a looser
collateral constraint can stimulate the demand for collateral in that sector, resulting in an
inflow of credit. Second, from a general equilibrium angle, manufacturing productivity
growth or a less binding financial constraint can also push the collateral price up due to in-
creasing demand, similar to the mechanism of supply-side structural change. Since credit
to the real estate sector is more sensitive to changes in the price of collateral, credit is re-
distributed away from manufacturing over the course of economic development. These
mechanisms guide our empirical analysis in Section 4.

Our model also highlights that both differences in relative productivity growth or fi-
nancing constraints in isolation may be sufficient to generate structural transformation in
the real economy and in the credit market. To investigate the relative importance of these
channels, we conduct a decomposition exercise in Section 5.

4 Evidence on the Collateral Channel of Structural Transformation

In this section, we present additional reduced form evidence on the role of real estate col-
lateral in structural change as predicted by our model. Section 4.1 formally tests for sec-
toral heterogeneity in the link between changes in the price of collateral and sectoral credit
growth. Section 4.2 provides evidence on potential reason for heterogeneous changes col-
lateral constraints across sectors: the increasing importance of intangible assets in the man-
ufacturing sector (but not real estate) as countries get richer. In Section 6, we return to an-
other source of heterogeneity in sectoral borrowing constraints arising from government
directeded credit policies. We provide comprehensive and detailed robustness checks,
along with additional results, in Appendix C.

4.1 Collateral Price Channel: House Price Passthrough to Sectoral Credit

We first investigate how the elasticity of credit with respect to house prices differs across
sectors. The key intuition we would like to test is whether credit in sectors with a higher
reliance on collateral, such as real estate, respond more strongly to changes in the price of
the underlying collateral, as implied by Equation 5 in our model.
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Baseline Local Projections To empirically test this hypothesis, we estimate the path of
sectoral credit growth following innovations in the house price index (HPI) using impulse
responses obtained from local projections (LP), as outlined in Jordà (2005):

∆hyj
c,t+h = αh

c +
L

∑
l=0

β
j
h,l∆1 log (HPIc,t) +

L

∑
l=0

γ
j
h,l∆1yj

c,t−l +
L

∑
l=1

θ
j
h,lX

j
c,t−l + ϵ

j
c,t+h, (9)

for h = 1, · · · , H, where ∆hyj
c,t+h represents the change in sectoral credit from t to t + h,

and αh
c denotes country fixed effects. We control for the path of sectoral TFP and credit to

value added ratio X j
c,t−l. We opt for a time window of H = 10 to study long-run impacts

and a conservative lag length of L = 5, in line with the recommendations in Montiel Olea
and Plagborg-Møller (2021).

Figure 4: Collateral Price Channel

(a) Sectoral Collateral Usage (b) Local Proj. House Price Response

Note: Panel (a) shows how the reliance on real estate as a production input and as collateral differs between
the manufacturing and construction sector. Real estate input share is computed based on data from the World
Input-Output Database (Timmer, Dietzenbacher, Los, Stehrer, and De Vries, 2015). Mortgage Share is defined
as the share of loans secured on real estate relative to all outstanding loans based on data from five economies:
Denmark, Latvia, Switzerland, Taiwan, and the United States. See Müller and Verner (2024) for more details.
Panel (b) plots the response of manufacturing and real estate credit to innovations in house prices from
estimating (9). We report the peak effects at horizon t + 6. See Figure E.8a for estimates at all horizons. Errors
bars represent 90% confidence intervals computed using Driscoll and Kraay (1998) standard errors.

Figure 4 present evidence on this collateral price channel. Panel (a) reports collateral
usage intensity according to the share of outstanding credit backed by real estate collat-
eral. We obtain data on mortgage shares by sector from five economies: Denmark, Latvia,
Switzerland, Taiwan, and the US. The mortgage share is over twice as high in the real estate
sector compared to the manufacturing sector. Panel (a) also shows that the real estate sector
has a much higher share of real estate inputs into production, as measured by input-output
tables. Thus, we would expect shocks to real estate collateral values to lead to a stronger
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pass through to credit in the real estate sector compared to the manufacturing sector.
Figure 4 panel (b) illustrates how manufacturing and real estate credit respond to an

innovation in house prices. We report the impulse response in the peak year (t + 6) for
manufacturing and real estate from estimation of Equation 9. Figure E.8a shows the full
impulse response from t + 1 to t + 10. A one percentage increase in house prices in year
t is associated with a 2.14% growth in real estate credit in year t + 6. This response is sta-
tistically significant over a 10-year time horizon (Figure E.8a). By contrast, the response of
manufacturing credit is less pronounced, at about half a percentage point, and is not statis-
tically significant after year t+ 6. Thus, the real estate—a sector that is both more reliant on
credit backed by real estate and naturally hedged against rising real estate prices—borrows
significantly more than manufacturing following increases in house prices.

In Figure E.8b, we replicate this analysis for five broad industries, ranking industries
by the mortgage share. The pattern that credit responses to house price innovations is
stronger in high mortgage share sectors holds across finer sector categories. In addition
to the real estate sector, the response of sectoral credit to the change in HPI is more pro-
nounced in agriculture, which also has a high reliance on real estate collateral. On the
other hand, the response is weaker in sectors with a relatively lower reliance, including
wholesale and retail trade, accommodation, and food services, as well as transportation
and communications.

Instrumental Variables Local Projections Our baseline estimation results do not neces-
sarily capture the causal effect of house prices on credit because these variables are likely to
be jointly determined. For example, a credit expansion may stimulate house price growth
(Favara and Imbs, 2015; Greenwald and Guren, 2021; Mian and Sufi, 2022) and the credit
booms often linked to house price booms are more concentrated in non-tradable sectors
such as real estate relative to tradable sectors such as manufacturing (Müller and Verner,
2024).

To address this issue, we construct an instrumental variable that exploits differences in
a country’s sensitivity to regional house price cycles. We build on the intuition from earlier
work by Saiz (2010), Palmer (2022), and Guren, McKay, Nakamura, and Steinsson (2021),
who construct a similar instrument for U.S. cities. The idea behind this strategy is that
house prices in some countries are systematically more sensitive to regional house-price
cycles than house prices in other countries due to differences in housing supply elasticities.

To implement this strategy, we estimate the following regression for each country c:

∆1 log(HPIc,t) = ςc + ϑc∆1 log(HPIr(c),t) + ec,t, (10)
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where ϑc measures the response of the house price index in country c to changes in house
prices in subcontinent r(c). Appendix Figure E.6 shows the distribution of the estimated
elasticities ϑ̂c. Next, we construct the interaction term of this housing elasticity and re-
gional housing price fluctuations, 1Zc,t = ϑ̂c∆1 log(HPIr(c),t), as the instrumental variable
for ∆1 log(HPIc,t) in the baseline local projection (9). The identification assumption for the
local projection instrumental variable approach (LP-IV) requires that the instrument is rele-
vant and exogenous at all leads and lags. Following Ramey (2016) and Ramey and Zubairy
(2018), we include 2 lags of the instrument in the first stage.

Figure 4 panel (b) reports the LP-IV estimates, again at the peak horizon of t + 6. Fig-
ures E.8c and E.8d display the LP-IV estimation results, and Appendix Figure E.7 reports
the first-stage F statistics. The point estimates show a magnitude approximately twice
that of the baseline local projection. However, our main results remain qualitatively un-
changed: for industries with a higher reliance on real estate collateral, such as agriculture
and construction/real estate, the response of sectoral credit to a house price shock is more
pronounced.

Robustness Checks We conduct two robustness checks for estimating heterogeneous
elasticities of sectoral credit to changes in house prices: (1) estimating the elasticity using
a bi-variate regression for different time horizons with and without the use of the instru-
mental variable; and (2) estimating it directly from cross-sectional data. By and large, the
results in Appendix Table F.5 and F.6, with various controls and fixed effects, are congruent
with our previous findings.

4.2 What Drives The Increasing Importance of Real Estate Credit?

In our model, the role of collateral constraints in explaining structural change in credit and
output can be summarized as Γ

j
d = κ jΓj

y. κ j is the effect of debt capacity, summarized by
the ratio of credit to output in sector j. Γj

y is the input share of collateral on the production
side. In this section, we provide evidence for the empirical relevance of the debt capacity
effect.

4.2.1 Real Estate Collateral and Credit Growth

We start by showing a positive correlation between reliance on collateralized credit and
credit growth. As indicated in our model, the role of collateral constraints matters more for
sectors with a higher share of real estate inputs, which then translates into a higher growth
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rate of credit. We use the following specification to test this hypothesis:

∆h log(Creditc,j,t) = βhMortgage Sharec,j + δc,t + γj,t + ϵc,j,t, for h = 5, 10, (11)

where ∆h log(Creditc,j,t) represents the change in credit to industry j deflated by the Con-
sumer Price Index (CPI) in country c from time t to t + h. We estimate this specification
for different time horizons, controlling for country-year (δc,t) and industry-year (γj,t) fixed
effects, and exploiting cross-sectional variation in the reliance of different sectors on real
estate as collateral.

Table 1: A Higher Share of Real Estate Collateral Predicts Higher Credit Growth

∆h log(Creditc,j,t)

h = 5 h = 10

(1) (2) (3) (4) (5) (6)

Mortgage Share 1.33∗∗∗ 0.11∗∗∗ 2.78∗∗∗ 0.28∗∗∗

(0.26) (0.023) (0.40) (0.034)

∆hMortgage to GDPc × 1{j = Cons.} 3.87∗∗∗ 4.09∗∗∗

(0.19) (0.18)

∆hMortgage to GDPc × 1{j = Manu.} 1.03∗∗∗ 1.04∗∗∗

(0.15) (0.17)

Observations 280 15,520 1,668 185 12,752 1,338
# Countries 4 112 34 4 110 29
# Industries 5 5 2 5 5 2
Country FE ✓ ✓
Year FE ✓ ✓
Country×Year FE ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓
Industry Level Broad Broad Broad Broad Broad Broad
Mean of Dependent Var. 0.26 0.70 0.26 0.50 1.44 0.52
R2 0.89 0.75 0.51 0.90 0.85 0.61

Note: This table reports the relation between a sector’s future growth in credit and its reliance on real estate
collateral at a 5-year or 10-year time horizon in a country-industry-year panel. In Column (1) and (4), the
sample is restricted to the four countries where we have data on a sector’s real estate collateral intensity
and sectoral credit data (Denmark, Latvia, Switzerland, Taiwan). In Column (2) and (5), the independent
variable is average real estate collateral intensity for each industry, based on these four countries. In Column
(3) and (6), the independent variable is country-specific change of mortgage to GDP ratio interacted with
manufacture or real estate dummies. *, ** and *** denote significance at the 10%, 5% and 1% level.

Column (1) and (4) exploit variation on the country-industry level in the reliance on real
estate as collateral. The coefficients of 1.33 and 2.78 (statistically significant at the 1% level)
suggest that a 10% higher intensity of real estate use is associated with a 13.3% to 27.8%
higher credit growth over a 5-year and 10-year horizon, respectively. However, we can
only run this estimation for the four countries for which we can measure both a sector’s
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real estate collateral intensity and sectoral credit. To overcome this limitation, we compute
each industry’s average reliance on real estate and use it as the independent variable in
Column (2) and (5).12 We find smaller coefficients, but the result still holds qualitatively.
Lastly, we exploit changes in the reliance on real estate collateral over time as proxied by
changes in mortgage credit-to-GDP within an economy. The results in Column (3) and
(6) suggest that a 10% increase of mortgages relative to GDP is associated with a 10.3%
increase of credit to manufacturing and a 38.7% increase of that to real estate.

How does the relationship between the use of real estate collateral and credit growth
mesh with the Financial Kuznets Facts of credit flowing from manufacturing to real estate
over the course of economic development? In Figure 4a, we saw that the real estate sector
uses more real estate both in terms of collateral and real inputs to production. This is
consistent with the idea that collateral constraints play a role in the shift of credit from
manufacturing to real estate, as shown in Figure 1.

4.2.2 Intangible Assets and Sectoral Financing Constraints

The rising importance of intangible assets as countries get richer may be a potential source
of heterogeneous changes in collateral constraints across sectors. As countries develop,
firms transition from asset-intensive investments in agriculture or manufacturing towards
knowledge assets characterized by specialization (Ma, 2022). This leads to an increasing
in corporate investments into intangible capital, such as human capital, business strategy,
or patents (Graham, Leary, and Roberts, 2015). Existing evidence for the United States
suggests that an increase in intangible assets is associated with a reallocation of credit from
commercial & industrial loans to real estate loans (Dell’Ariccia, Kadyrzhanova, Minoiu,
and Ratnovski, 2021).

Intangible assets are specific to firms, which in turn makes them harder to be rede-
ployed and liquidated elsewhere (Hart and Moore, 1994; Shleifer and Vishny, 1992; Rampini
and Viswanathan, 2013). Throughout the course of economic development, TFP growth in
the manufacturing sector is much stronger than that in real estate. Thus, the rising in-
tangibility in the manufacturing sector relative to real estate may crowd out investments in
easily-collateralized assets (Kermani and Ma, 2023), contributing to a slower growth rate of
credit in the manufacturing sector Falato et al. (2022). This intuition is developed formally
through an extended model in Appendix A.4.

12This modification relies on the fact that the level of a sector’s real estate collateral share may be different
across countries, but the ranking among these industries is likely very similar, as shown in Appendix Figure
E.4.
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Figure 5: Sectoral Asymmetry in Intangibles and Credit

(a) Intangibles and Development (b) Asset Tangibility and Credit Growth

Note: Panel (a) is a binscatter plot showing the relation between a sector’s intangible to tangible assets and
income levels. Panel (b) plots the local projection impulse response of credit to an innovation to investments
in either tangible or intangible investments in a country-year-industry panel.

Sectoral Differences in Intangible Investments over Development To test this hypothe-
sis, we rely on sectoral data from EU-KLEMS and INTANProd, which measure the compo-
sition of intangible and tangible assets in 27 European countries, UK, US, and Japan across
15 industry aggregates dating back to 1995 (Bontadini et al., 2023). We compute the share
of intangible assets in manufacturing and real estate for each country-year pair. Figure 5a
presents a striking increase in the share of intangible assets in manufacturing as countries
with GDP per capita, going from 10.4% to 50.0% among the countries for which we have
data. In stark contrast, the share of intangible assets does not exceed 3.2% in the real estate
sector without any discernible change across income levels.

Intangible Investments and Sectoral Credit Growth To test the idea that a rising reliance
on intangible assets may reduce the debt capacity of manufacturing relative to the real
estate sector, we exploit differences in the growth rate of intangible and tangible assets
across countries and industries over time. In particular, we estimate impulse responses
using the following local projection:
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where ∆h is an operator denoting the change of a variable from time t to t + h, αh
c is a coun-

try fixed effect, and νh
j is an industry fixed effect. Panel (b) of Figure 5 plots the sequence

of {β̂
Intang
h,0 , β̂

Tang
h,0 } within 5 years relative to the change of intangible/tangible asset invest-

ments. We find that a 10% increase in tangible asset investment is associated with a 17.1%
increase in credit after five years. We find no statistically significant predictive power of
innovations in intangible assets for future medium-term credit growth.

Of course, the patterns we have documented here do not allow us to establish a causal
relationship. That said, our findings are consistent with existing evidence using more gran-
ular data to get at causal effects. Akcigit, Ates, and Impullitti (2018), for example, exploit
variation in state-level R&D tax credits in the United States to document that these tax
credits increase Research and Development (R&D) expenditure and patenting. Falato and
Sim (2014) show that these R&D tax credits, in turn, result in declines in bank debt and se-
cured debt. Dell’Ariccia et al. (2021) find that an increase in banks’ exposure to intangible
relative to tangible assets leads to a reallocation in lending backed by real estate collateral.
These findings support our cross-country evidence. Overall, they suggest that the increase
in less collateralizable intangible assets as countries become richer may be associated with
a reallocation of credit across sectors.13

5 Quantitative Exercise

In this section, we calibrate our model to match the data in Section 5.1 and decompose
the impact of sectoral TFP and financial constraints on the real economy and credit market
structural change in Section 5.2.

5.1 Calibration

We add two additional features relative to the baseline model for the calibration. First, we
generalize our decreasing returns to scale production function by incorporating real estate
collateral l j, labor nj, and capital as intangible asset kj as production inputs, with shares α

j
l ,

α
j
n and α

j
k, respectively. Savers provide 1 unit of labor inelastically at the equilibrium wage

w. Manufacturing goods serve as the capital input. Both kj and l j can be collateralized
for credit. Second, we relax our housing service flow assumption in the baseline model,
and instead incorporate residential housing, with a depreciation rate δh. Appendix B elab-

13There are likely other important factors behind the increased used of collateralized borrowing and the re-
allocation of credit to real estate over the course of development. For example, improved property rights may
increase the ability to borrow against land and real estate collateral (Besley and Ghatak, 2010; Manysheva,
2022). This may especially benefit the real estate sector, which is more reliant on collateralized borrowing, as
we saw in Figure 4a.
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orates on the set up of this extended model, specifies equilibrium conditions following
these modifications, and derives the decomposition of credit and nominal output ratios.

To quantify our model, we assume economies with different income levels are at their
own steady states, determined by the exogenous parameters. For each economy, we cali-
brate the following parameters

Ω =
{

zj, α
j
l , α

j
k, α

j
n︸ ︷︷ ︸

production

, λj︸︷︷︸
collateral
constraint

}
j∈{M,E} ∪

{
β, βSη, s︸ ︷︷ ︸
preference

, δ, δh︸︷︷︸
depreciation

}
.

We further assume only {zj, λj, α
j
n}j∈{M,E} are different across economies, and all other pa-

rameters are identical across economies.

Externally Assigned Parameters We set βs = 0.98 to match the long run real interest rate
r = 2%, between the real return of bills and bonds (Jordà, Knoll, Kuvshinov, Schularick,
and Taylor, 2019), and set β = 0.95. Similar to Buera and Shin (2013), δh and δ are set
to 5%. From the production side, we target α ≡ α

j
l + α

j
k + α

j
n = 0.9, commonly used in

macro-development models such as Itskhoki and Moll (2019) and empirically related to
De Loecker, Goldberg, Khandelwal, and Pavcnik (2016). We impose a labor share α

j
n/α

of 2/3, and input share for real estate collateral and capital (αj
l + α

j
k)/α of 1/3. Lastly,

we match the real estate input shares α
j
l/(α

j
l + α

j
k) in these two sectors, which are 0.017

for manufacturing and 0.240 for real estate based on data from the World Input-Output
Database.

Internally Calibrated Parameters Our selection of moments for internal calibration is in
line with the baseline model’s prediction and comparative statics. From Proposition 2, the
elasticity of substitution η is closely related to sectoral relative output qyE/(yM + qyE) due
to structural change in the real economy. Proposition 1 states that an increase in housing
demand, s, ceteris paribus, drives up the housing price, so we pick s to match the variation in
the housing price index relative to log real GDP per capita in Figure 2. Meanwhile, Propo-
sition 3 provides a one-to-one mapping from the sectoral credit to value added ratio κ j to
sectoral collateral constraint parameters, given sectoral input shares. Lastly, we calibrate
sectoral TFP zj to match the sectoral labor productivity.

We group our country-year panel dataset into N = 20 groups based on real GDP per
capita. We run a regression of the key data moments on dummies for these income groups,
controlling for year and country fixed effects to exploit the variation coming from eco-
nomic development. Year fixed effects filter out year-specific common shocks that impact
all economies, in line with our focus on the steady state equilibrium. Country fixed effects
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remove country-specific characteristics not captured by our simple model. The empirical
house price index is normalized by a manufacturing price index, computed as the ratio of
nominal to constant-price value added. The purpose of this normalization is to match our
model, where manufacturing good is the numeraire.14

Calibration Procedure and Results Our two-step calibration strategy is as follows. First,
for a given pair of (η, s), we find a sequence of {zj

n}N
n=1 to minimize the distance between

sectoral labor productivity in the model and data for each income bin. Second, we search
for a pair of (η, s) to target the nominal output share and relative house price variation
in all income bins. Figure 6 reports the value of the internally-calibrated parameters. On
the financial side, Figure 6a shows the collateral constraints in manufacturing sector are
loosened more at the early stage of development and decline sharply afterwards15. By
contrast, collateral constraints for the real estate sector become increasingly looser over the
course of development. For example, λE in the richest countries is 4.8 times higher than
in the poorest countries. On the real economy side, Figure 6b reveals that manufacturing
sector TFP zM increases considerably as countries get richer, with an approximately six-
fold increase when comparing the least-developed to the most-developed countries. In
contrast, real estate sector TFP is stagnant. Finally, the internally calibrated parameters are
s = 2.5 and η = 0.72. The latter is close to the estimated value of 0.85 in Herrendorf et al.
(2013).

Validation of Model Our model closely matches our key empirical findings about struc-
tural transformation in the credit market and in the real economy: a salient rise in the
share of real estate credit in Figure 7a, and relatively smaller increase of the real estate sec-
tor’s nominal output share in Figure 7b. Consistent with the mechanism highlighted in the
literature on supply-side structural transformation (Ngai and Pissarides, 2007), Figure 7c
shows that our model captures the increase in the (relative) house price over the course of
development, consistent with the empirical pattern in Figure 2a. Lastly, Figure 7d shows
that the model also matches the un-targeted cross-country difference in total output per
worker as an additional model validation.

14Because the house price index in the data is only comparable within a country, we only control for country
fixed effects. We discard the estimates for the first 3 income bins since they contain at most 7 observations,
relative to more than 20 observations in other bins.

15The data in the first three bins are mostly episodes related to East Asian growth miracle, during which
credit disproportionately flowed into the manufacturing sector. We provide more evidence on these episodes
in Section 7
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Figure 6: Calibrated Parameters of the Model

(a) Sectoral Collateral Constraint {λ
j
n}N

n=1 (b) Sectoral TFP {zj
n}N

n=1

Note: This figure presents the internally calibrated parameters governing (a) sectoral collateral constraint
{λ

j
n}N

n=1 and (b) sectoral TFP {zj
n}N

n=1 by income group following the procedure outlined in Section 5.1.

5.2 Unpacking Structural Transformation: Finance vs. Real Economy

Equipped with our quantitative model, we conduct a development accounting analysis in
the spirit of Caselli (2005). Our goal is to pin down how differences in sectoral TFP and
financial constraints between the poorest and the richest countries may account for the
share of different sectors in credit and output.

Quantitative Decomposition We start by quantifying each component in the decomposi-
tion rule in (6). In Figure 8, we shut down each channel one-by-one holding all other chan-
nels constant as in our baseline model. We plot the corresponding counterfactual credit
and output shares. By comparing the difference between the counterfactual scenario and
the baseline results, we know how each channel contributes to structural transformation in
credit and the real economy.

First, if there were no changes in the price of collateral (Q), the share of the real es-
tate sector in both credit and output would have decreased over the course of development.
This confirms that the collateral price channel highlighted in Equation 5 is quantitatively
important. However, this channel is counterbalanced by the relative productivity (Z) chan-
nel. Comparing the baseline model with the counterfactual shutting down Z confirms our
intuition that productivity growth in the manufacturing sector stimulates the use of col-
lateral in that sector, encouraging credit flow into that sector, when holding the collateral
price fixed. The overall effect of changing the price of collateral (Q) and relative produc-
tivity (Z) is exactly the same as only turning off the role of collateral constraints (Γ). From
Figure 8a, we can see that, without a change in Γd, there is much less variation in the share
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Figure 7: Key Moments – Model vs. Data

(a) Real Estate Credit Share (b) Output Share

(c) Relative HPI (d) Total Output per Worker

Note: This figure shows the comparison of moments from data and quantitative model, following the calibra-
tion procedure in Section 5.1. The light-green vertical bars with dots show the point estimates of empirical
moments with 95% confidence interval. The light-colored blue solid line represents the targeted moments
from the model. The variables are: (a) credit share dE/(dE + dM), (b) output share qyE/(qyE + yM), (c) rela-
tive housing price index log(q/pE), and (d) total output per worker log[(yE + yM)/(nE + nM)].

of credit going to the real estate sector than what we observe in the data. In contrast, Figure
8b shows that changes in Γy have a smaller effect on the share of the real estate sector in
output. In Appendix Table F.13, we show that a sector’s reliance on real estate collateral
accounts for 88.2% and 57.3% of the cross-country variation in relative credit and output
shares, respectively.16

Development Accounting Analysis Recall from Proposition 2 that only one of the forces
coming from the real economy (e.g., sectoral TFP) and those from the financial sector

16By taking logs of our decomposition rule, we can, for example, write the logged credit ratio as the sum
of these channels in logs. By taking the logged difference of each channel, we can back out the contribution
for each channel. This additively separable nature guarantees the total contribution sums to 100%.
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Figure 8: Quantifying the Decomposition Rule

(a) Real Estate Credit Share (b) Real Estate Output Share

Note: These figures plot the counterfactual real estate credit share dE/d and nominal output share qyE/(qyE +
yM) by income groups when shutting down the relative productivity channel Z, collateral price channel Q,
and collateral constraints channel Γ separately, and hold all other channels constant. The difference between
the counterfactual and baseline results represents the contribution of the corresponding channel.

(characterized by the collateral constraint parameter) is theoretically sufficient for structural
change both in the credit market and in the real economy. To understand the magnitude
of these two forces, we conduct a development accounting analysis in a similar fashion to
Caselli (2005). Table 2 reports the result. In particular, we compute the variation in the key
variables over each income group in the baseline model ∆bchmk

level and in different counter-
factual experiments (∆ctfl

level). To shed light on the contribution of each channel, we use the
share of variation in the benchmark explained by the counterfactual in percentage points,
i.e. 100 × ∆ctfl

level/∆bchmk
level .

An interesting disconnect between finance and the real economy structural change
arises. In the second row, we only vary productivity for each sector while holding the
degree of sectoral TFP constant, while the third row only varies sectoral TFP. From Panel
A, we find an loosening of financing constraints, characterized by increasing λj, explains
approximately 80.6% of structural change in the credit market, while the remaining 27.5%
come from differential growth rate of sectoral TFP over economic development. By con-
trast, results in Panel B suggest that financial constraints account for almost nothing in the
structural change of the real economy, which is driven entirely by changes in productiv-
ity.17

To better understand this disconnect between credit and output, we revisit the two roles
the financial constraint parameters have in a sector’s output share. First, over economic

17The numbers in the Row (3) and (4) for each column of Table 2 do not necessarily sum up to 100% due
to the potential interaction between financial and economic forces induced by the non-linearity of the model.
But quantitatively, the sum of these numbers is close to that.
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Table 2: Development Accounting Analysis

Panel A: dE/(dE + dM) Panel B: qyE/(qyE + yM)

1 to 20 1 to 3 3 to 20 1 to 20 1 to 3 3 to 20

(1) Baseline 64.44 0.30 64.14 17.56 3.48 14.08
(2) Vary productivity 17.05 (26.5) 3.32 (n.a.) 13.73 (21.4) 17.53 (99.8) 3.46 (99.5) 14.07 (99.9)
(3) Vary all constraints 52.42 (81.3) −2.30 (n.a.) 54.72 (85.3) 0.02 (0.1) 0.01 (0.2) 0.02 (0.1)
(4) Vary manu. constraint 14.79 (22.9) −13.37 (n.a.) 28.16 (43.9) −0.00 (−0.0) 0.00 (0.1) −0.01 (−0.1)
(5) Vary cons. constraint 37.36 (58.0) 7.30 (n.a.) 30.07 (46.9) 0.03 (0.2) 0.00 (0.1) 0.02 (0.2)

Panel C: log(q) Panel D: log[(yM + yE)/(nM + nE)]

1 to 20 1 to 3 3 to 20 1 to 20 1 to 3 3 to 20

(1) Baseline 2.61 0.57 2.04 1.43 0.14 1.29
(2) Vary productivity 2.64 (101.2) 0.56 (98.8) 2.08 (101.9) 1.42 (99.4) 0.14 (94.9) 1.28 (99.9)
(3) Vary all constraints −0.03 (−1.2) 0.01 (1.2) −0.04 (−1.9) 0.01 (0.8) 0.01 (5.5) 0.00 (0.2)
(4) Vary manu. constraint −0.01 (−0.2) 0.01 (1.8) −0.02 (−0.8) −0.00 (−0.3) 0.01 (4.3) −0.01 (−0.8)
(5) Vary cons. constraint −0.03 (−1.0) −0.00 (−0.5) −0.02 (−1.1) 0.01 (1.0) 0.00 (1.2) 0.01 (1.0)

Note: This table shows how financial constraints and sectoral TFP contribute to structural transformation
in credit and output, measured by (a) the real estate credit share dE/(dE + dM), (b) the real estate output
share qyE/(qyE + yM), and other macroeconomic variables, measured by (c) the price of collateral log(q),
and (d) the total value-added per worker log(yM + yE). Row 1 reports the difference of these key variables
(∆bchmk

level ) between high and low income bins using the baseline quantitative model. Row 2 reports results
when varying productivity zM and zE, while keeping all financial constraint parameters λM and λE equal
across countries. Row 2 varies λM and λE while keeping zM and zE same. Row 3 and 4 only vary one of
λM and λE, respectively, holding all other parameters the same. Numbers outside of parenthesis (∆ctfl

level) are
level differences across income groups intervals, and number in the parenthesis measures the difference in
counterfactual accounts for benchmark difference in percentage points, calculated by 100 × ∆ctfl

level/∆bchmk
level .

The percentage points in parenthesis are omitted when ∆ctfl
level is too big relative to ∆bchmk

level .

development, financial constraint in the real estate sector is relaxed more than that in man-
ufacturing. The real estate sector also enjoys a higher collateral input share. These two
effects lead to a larger change in sectoral reliance on collateral in real estate (ΓE

y ) relative to
that in manufacturing sector (ΓM

y ), which explains 57.3% of the variation in the real estate
output share across income groups, reported in Appendix Table F.13. Second, variation of
financial constraints affects collateral price. As indicated by Proposition 1, a higher λM also
pushes up the price of collateral, holding everything else fixed. However, since the finan-
cial constraint is loosened much more in the real estate relative to manufacturing sector,
there is also a downward pressure on the price of collateral, thanks to the increasing supply
of collateral from the real estate sector production. As shown in Panel C, if only financial
forces were present, the price of collateral would have slightly decreased throughout eco-
nomic development. Taking these two effects altogether, the positive partial equilibrium
effect of looser financing constraints are largely offset by the general equilibrium effect of
a higher price of collateral, which explains the small contribution of changing λj on the
output share of the real estate sector.

Why is the impact of changing λM on housing prices so small relatively to that of chang-
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ing productivity zM? The main reason hinges on the different elasticity yM with respect to
zM and λ̃M. Consider the production function in the manufacturing sector in equation A.6.
Holding all else fixed, a one percent increase of zM (λ̃M) leads to a 1

1−αM ( αM

1−αM ) percent in-
crease in manufacturing output yM. Since αM is quantitatively small, the effect of changing
zM is quantitatively much larger than the effect of λ̃M. A second reason stems from Figure
6, which shows that the variation in λj is generally smaller than the change of zM across
countries. Taken together, these two reasons can explain the relatively smaller importance
of collateral constraints compared with the productivity on manufacturing output, quanti-
tatively supported by Panel D, on the price of collateral.18 Turning to structural changes in
the credit market, there is an additional debt capacity effect responsible for the increasing
amount of credit per unit of nominal output. This explains why the financial Kuznets facts
are mostly driven by variation of sectoral financial constraints instead of that of sectoral
TFP.

5.3 Reconciling the Role of Finance on Real Economy

Our development accounting analysis suggests a limited impact of financial development
on economic development, measured by output per capita and structural change. Our
goal in this section is to provide one potential channel for how financial development may
have more meaningful effects on economic development.19 We show that financial factors
can play an important role for real economic outcomes through their impact on sectoral
productivity, a channel not incorporated into our baseline model.

Mechanism In a general class of macro-development models with financial constraints
(Buera and Shin, 2013; Midrigan and Xu, 2014; Itskhoki and Moll, 2019; Ji, Teng, and
Townsend, 2023), the key mechanism is as follows: loosening financial constraints, on the
extensive margin, enables high-ability but low-wealth individuals to become entrepreneurs.
This reduced misallocation of talent itself has a significant impact on sectoral TFP (Hsieh

18This result is similar to Kiyotaki et al. (2011), who argue that relaxing collateral constraints can play a
limited role due to the conversion from rented to owned units. In our model, the takeaway is similar but
operates differently.

19There might be other aspects that our baseline model is too simple to capture and that contribute to an
underestimation of the real impact of financial development. As an example, the collateral constraints in our
model are quantity-based financial frictions. A large body of literature emphasizes the role of financing cost
in terms of interest spreads, reviewed by Banerjee and Duflo (2005, 2010). More recently, Cavalcanti, Kaboski,
Martins, and Santos (2023) show a sizable efficiency cost in developing counties thanks to both a high level
and dispersion in credit spreads by leveraging Brazilian firm credit registry data and through conducting
counterfactual analysis from a richer model. This credit spread (dispersion) is likely to narrow significantly
over development, due to better monitoring technology of financial intermediaries (Greenwood et al., 2010).
In our simplified model, the credit spread across countries is pinned down by the discount factors of savers
and entrepreneurs, which is invariant across countries.
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et al., 2019).20 However, such a channel is muted in our model. Instead, the main mecha-
nism of relaxing collateral constraint in our setting is to encourage firm investment on the
intensive margin, suggesting our baseline estimates may be conservative. Intuitively, if a
part of changes in productivity we observe originate from the increasing credit availability
through the extensive margin of selection into entrepreneurship, we should expect a larger
real economic impact from loosening collateral constraints.

Setup for Model with Two Types of Technology To examine this idea, we introduce this
productivity-enhancing finance channel into our baseline quantitative model. We assume that
there are two types of technologies in the manufacturing sector, which are exogenously as-
signed to entrepreneurs. The first type of technology is the same as our baseline model in
that entrepreneurs use real estate collateral to produce and raise loans. In the spirit of Moll
(2014), the production function of the second technology hinges on the entrepreneur’s own
ability zM

2,t and the amount of credit she can get access to, dM
2,t+1. Specifically, we assume

that output from the second technology is: yM
2,t = zM

t
dM

2,t+1
1+rt

.21 The entrepreneur receives the
revenue from production, spends on interest payment rt

1+rt
dM

2,t, consumes the manufactur-
ing good, and invests in residential housing. Her borrowing limit cannot exceed a fixed
share of total manufacturing credit dM

2,t ≤ ιdM
t , where dM

t = dM
1,t + dM

2,t and ι ∈ (0, 1) are
exogenous.22 Based on this modified model, we rerun the calibration and development
account analysis under ι = 10%. Appendix B.2 provides additional details on the model
derivation, calibration procedure, and results for this extension.

Financing Productivity Enhancement, Real Economy Impact, and Development Policies
Table 3 revisits the development accounting analysis for this extended model. As shown
in Figure 6, λM increases dramatically from bin 1 to 3 (early stage of development) and
declines afterwards, so we consider the impact at early and subsequent stages of develop-
ment. Panel A of Table 3 verifies our intuition that output-based TFP in the manufacturing

20Feng and Ren (2023) takes a closer look at this channel by distinguishing the selection into entrepreneur-
ship using cross-country data, finding that own-account individuals (self-employed without employers) are
more prevalent in poorer countries, and are negatively selected on education levels.

21We do not allow for two types of technology in the real estate sector because, empirically, an increase
in credit to real estate-related industries if anything predicts slower output and productivity growth, as we
discuss further in Section 7.

22Although we model a representative entrepreneur, the framework is fairly general, thanks to the linear
production technology. For example, ι can be interpreted as the share of new entrepreneurs who can get
access to credit in a setting with a continuum of agents (Howes, 2022). Also, since the production using the
second technology increases with the level of sectoral credit and thus the output level of the entrepreneur
using the first type of technology, one can also interpret ι as the different types of positive externality, such
as learning-by-doing (Benigno et al., 2020) and spillovers across space and input-output linkages (Liu, 2019;
Lane, forthcoming, among others).
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sector (TFPQM) increases significantly with λM. Relaxing financial constraints in the man-
ufacturing sector quantitatively explains 19.8% of the manufacturing TFPQ increment at
the early stage of development. By contrast, the reduction in manufacturing leverage re-
duces TFPQM by 15.8% of its overall increase at later stages of development. This result
directly translates into the variation of output per capita in Panel B. At the early stage of
development, loosening the manufacturing collateral constraints can explain up to 23.8%
of the differences in income per worker, but -11.2% of that across other income bins.23

Table 3: Development Accounting with the Productivity-Enhancing Finance Channel

Panel A: TFPQM Panel B: log[(yM + yE)/(nM + nE)]

1 to 20 1 to 3 3 to 20 1 to 20 1 to 3 3 to 20

(1) Baseline 1.99 0.71 1.27 1.31 0.36 0.95
(2) Vary productivity 2.21 (111.2) 0.65 (90.8) 1.56 (122.7) 1.40 (106.7) 0.31 (86.2) 1.09 (114.5)
(3) Vary all constraints −0.06 (−3.0) 0.14 (19.8) −0.20 (−15.8) −0.02 (−1.6) 0.09 (23.8) −0.11 (−11.2)
(4) Vary manu. constraint −0.06 (−3.0) 0.14 (19.8) −0.20 (−15.8) −0.04 (−2.8) 0.08 (23.2) −0.12 (−12.7)
(5) Vary cons. constraint 0.00 (0.0) 0.00 (0.0) 0.00 (0.0) 0.02 (1.2) 0.00 (0.5) 0.01 (1.5)

Note: This table shows how financial constraints and sectoral TFP contribute to real economy outcomes, mea-
sured by (a) output-based productivity (TFPQ) of manufacturing sector log

{
yM/

[
(lM)αM

l (kM)αM
k (nM)αM

n

]}
,

(b) the total output per worker log[(yM + yE)/(nM + nE)]. The result is based on model with two types of
production technology in manufacturing sector in Appendix B.2, where 10% of manufacturing credit dis-
tributed to the new entrepreneur (ι = 10%). All other notes are the same as Table 2. Additional results for
other variable is available in F.12.

This stage-dependent development accounting result also carries through to structural
transformation in credit markets. Panel A of Table 2 and Table F.12 suggests that the change
in the manufacturing financing constraint λM is relatively more important for credit mar-
ket structural change at the early stage of development. However, as the economy devel-
ops, changing real estate collateral constraints matters role. In contrast, both constraints
equally contribute to real economy structural change, suggested by results in Panel B. We
view these suggestive evidence as an analogue of stage-dependent development policy
(Acemoglu et al., 2006; Itskhoki and Moll, 2019).24 Additionally, our result of declining
λM explains lower per capita income level for a wide range of income group suggests a

23The first three income bins are mostly populated with the growth acceleration of East Asian Miracles.
This magnitude is very similar with Ji, Teng, and Townsend (2023), which uses micro-level bank deregulation
matching difference-in-difference estimates to calibrate a quantitative spatial model, finding that a credit
channel alone generates 17.8% of GDP growth in Thailand from 1986 to 1996.

24Specifically, Acemoglu, Aghion, and Zilibotti (2006) propose the stage-dependent policy for development
that, countries pursue an investment-based strategy at the early stage of development, and as they move
closer to the world technology frontier, they switch to an innovation-based strategy. From another angle,
Itskhoki and Moll (2019) argue it is optimal for a social planner to adopt pro-business polices, for example, by
depressing wages, at the early stage of development. By relaxing the financial constraints of entrepreneurs,
such policies lead to higher productivity at longer horizons. As economy develops, the government policies
should then become more pro-worker.
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underlying financial channel for (premature) de-industrialization (Rodrik, 2016).25

6 Directed Credit Policies and the Sectoral Allocation of Credit

In the previous section, we saw that there are changes in the financing constraints different
sectors face over the course of development. This raises the question of whether govern-
ment policies can and should address these frictions. Such policies can be motivated by the
view that financial frictions in specific sectors are an important bottleneck for economic de-
velopment, and that the financing of specific sectors may lead to positive growth spillovers,
something we discuss in more detail in the next section. Policymakers may thus seek to
influence the quantity and allocation of credit in the economy, especially at early stages of
development. This section provides qualitative evidence that governments extensively use
“directed credit” policies, introduces a new narrative chronology for the liberalization of
such policies covering 37 events, and documents how the abolishment of directed credit
policies impacts the sectoral allocation of credit and real economic activity.

6.1 A Short Primer on Directed Credit Policies

Many countries have used policies that explicitly channel credit into “priority sectors,”
often as part of a broader industrial policy strategy. Known under various names such
as directed credit, credit controls, credit ceilings, or window guidance, these policies refer
to a tight and direct state control over the allocation of credit in the economy. While the
details of how they are implemented differ across countries, these policies are designed to
steer credit towards sectors deemed productive (usually various manufacturing industries)
and restrict lending to uses considered speculative or non-productive (especially real estate
purposes). Through the lens of the model in Section 3, directed credit policies can thus be
interpreted as shifters in the sectoral collateral constraints λM and λE.

Joe Studwell’s 2013 book “How Asia Works” advocates for a role of directed credit poli-
cies in long-run economic development (Studwell, 2013). Studwell argues that directing
subsidized credit to manufacturing sectors exposed to global competition played a criti-
cal role in the rapid development of the East Asian growth miracles, including in Japan,
Korea, and China, and that the failure to effectively implement such policies elsewhere
explains the relative lack of development in other Asian economies (see also Cho, 1989;
Cho and Kim, 1995). Relatedly, Itskhoki and Moll (2019) compile historical accounts of
development policies for the fast-growing East Asian economies. Six out of seven subsi-

25However, we note that the fall in λM could also reflect forces outside our model, such as changing capital
structure and increased internal or external equity financing at later stages of development.

35



dized credit, and five of them also subsidized intermediate inputs. As we show in Figure
10, the credit expansion during these East Asian Miracle episodes was indeed particularly
concentrated in the manufacturing sector.

Recent empirical work has investigated individual case studies of such credit policies.
Several papers have focused on the short-run and long-run impact of directing credit to
the heavy and chemical industry (HCI) in South Korea, emphasizing mechanisms such
as learning-by-doing (Choi and Levchenko, 2021), technology adoption (Choi and Shim,
2022), and input-output linkages (Liu, 2019; Lane, forthcoming). Matray et al. (2024) study
the causal effect of export credit subsidies, a widely-used type of industrial policy aimed
at supporting exporters using various forms of subsidized credit. Cong et al. (2019) study
the effects of the Chinese state-led credit stimulus following the 2007-08 financial crisis.

Importantly, targeted credit policies are not only used in developing countries. They
played an integral role in the implementation of monetary policy in most advanced economies
during the period of strong economic growth following World War II, including in France
(Monnet, 2014, 2018) and the United Kingdom (Aikman et al., 2016a); also see Baron and
Green (2023). In many cases, they fell out of favor with the liberalization of capital accounts
(which may have undermined their effectiveness) and the rise of interest rate targeting as
the dominant policy framework for central banks (which replaced the targeting of mone-
tary or credit aggregates). That said, governments continue to steer credit into particular
areas, including through mortgage subsidies, sectoral risk weights or capital buffers, loan
guarantees, and the portfolio of development or government-owned banks.

The discussion above highlights that governments clearly believe influencing the allo-
cation of credit in the economy is important for achieving societal goals such as economic
development. As such, we interpret the widespread adoption of directed credit policies as
prima facie evidence that policy makers believe sectoral financing constraints are binding,
and that they should be addressed by government policy.

6.2 A New Chronology of Credit Policy Liberalizations

To test whether directed credit policies affect the allocation of credit in the economy, we
construct a new narrative chronology covering 37 countries indicating when these policies
were liberalized. Drawing on dozens of country-specific sources, this chronology specifies
years in which directed credit policy was either abolished entirely or sufficiently liberal-
ized to constitute a major change in financial regulation. Appendix D provides a detailed
background discussion of each policy change, including a direct quote to rationalize why
exactly an episode was classified as a liberalization event.

The policy changes we identified range from the early 1970s to the 2000s, suggesting
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considerable heterogeneity in the timing of these changes across countries, which can be
seen in Appendix Figure E.10. These liberalization events cover all income groups, ranging
from Nigeria to Korea and France. In some cases, the timing of these policy changes coin-
cides with a broader agenda of financial liberalization, in developing countries often under
the influence of the Washington Consensus prevailing at the time. In other instances, the
reforms were part of a change in monetary policy frameworks. Importantly, the chronol-
ogy we construct does not only include countries which are known to have experienced
spectacular growth such as the East Asian Miracle economies, as in the analysis of Itskhoki
and Moll (2019) or Liu (2019). Instead, it covers a broad set of emerging and advanced
economies.

Some of the credit policy liberalizations we identified have received considerable atten-
tion from economists. In Japan, for example, the Bank of Japan operated a tight system
of “window guidance” from the end of World War II until the early 1980s, prominently
discussed in two books by Richard Werner (Werner, 2003, 2005). As discussed by Werner
(2002, page 8), “the Bank of Japan essentially instructed the banks on a quarterly basis on
how much to increase or reduce lending.” This system was effectively abolished in 1982,
preceding the massive Japanese real estate boom that ultimately ended with the banking
crisis of the early 1990s.

France is another example of a relatively well-known episode of directed credit policy
liberalization. During the period of “Les Trentes Glorieuse” following World War II, credit
policy was a central pillar of the dirigiste doctrine and implemented by the Banque de
France. These policies fixed both the amount of short-term lending banks were allowed to
do and its sectoral allocation; long-term credit to manufacturers was directly provided by
the government, usually through state-owned banks. The liberalization of this system of
directed credit in 1984-85 has been studied by Bertrand et al. (2007), who provide evidence
that the reforms improved the allocation of resources in the economy.

Taken together, the new chronology we construct suggests that directed credit poli-
cies are associated with major concurrent changes in macroeconomic outcomes. A critical
question, which we will investigate in the next section, is whether and how they affect the
allocation of credit in the economy. The answer to these questions are not obvious. When
constructing liberalization dates, we do not consider the nature of the credit policy in place
before. As such, it is ex-ante unclear whether directed credit policies indeed steer credit
into particular sectors, or whether such an intuition is biased by prominent individual case
studies.
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6.3 The Aftermath of Directed Credit Liberalizations

To test whether directed credit policies matter for the sectoral composition of credit and
output, we estimate the effect of credit policy liberalizations using local projections difference-
in-differences (LP-DiD) in a country-year panel following Dube, Girardi, Jorda, and Taylor
(2023). This approach is well-suited for dealing with staggered treatment implementation
and dynamic treatment effects. The basic LP-DiD specification is:

yc,j,t+h − yc,j,t−1 = βh
j ∆Liberalizationc,t + δh

t + ϵh
c,t,

where Liberalizationc,t is a dummy that equals one after a country has liberalized directed
credit policies, yc,j,t is a sector specific outcome, and δt is a time fixed effect. Following
Dube et al. (2023), the estimation sample is restricted to countries entering treatment and
never-treated countries. For countries with multiple liberalizations, we focus on the first
liberalization in the sample. In Appendix C.6, we show that our results are robust to a
range of alternative empirical specifications, including only using never-treated countries
as controls in the LP-DiD framework, standard local projections, and other recently intro-
duced difference-in-differences estimators.

The identifying assumption allowing for a causal interpretation of the sequence of co-
efficients βh

j is not that liberalizations of directed credit policies are random events. Rather,
it is that the outcomes we are interested in would have been on similar trends relative to
counterfactual countries in the absence of the liberalization event. We assess the plausi-
bility of this assumption using event study plots that suggest parallel trends. In further
support, Table F.10 in the appendix suggests that liberalizations are not particularly pre-
dictable using lagged macroeconomic outcomes such as changes in GDP or trade.

Figure 9 plots the path of {β̂h
Manu., β̂h

Cons.}10
h=−5 for various outcomes. Figure 9a shows

that, after a liberalization of directed credit policies, credit to the real estate sector increases
by about 2 percent of GDP. The increase is significant and persistent, lasting at least ten
years after the liberalization. At the same time, manufacturing credit to GDP declines by a
similar magnitude.

On the real economy side, Figure 9b suggests that the liberalization of directed credit
is also followed by an increase in real estate value added as a share of GDP, while there is
no change in the share of manufacturing value added. Figure 9c shows that this increase
in the output share of the real estate sector is smaller than that in credit, such that credit
to value added ratio in the real estate sector soars. These results support our hypothesis
that a liberalization of directed credit policies can be thought of as a shifter of the (rela-
tive) financial constraint of the real estate sector. They also indicate that expansions in the
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Figure 9: Local Projection DiD: Liberalization of Directed Credit Policies

(a) Credit to GDP (b) Value Added to GDP

(c) Credit to Value Added (d) Labor Productivity

Note: This figure presents staggered difference-in-difference estimates using local projections following the
methods outlined in Dube et al. (2023). The events are centered around the years countries liberalized di-
rected credit policies. The shaded area represents 95% confidence intervals.

availability of credit can significantly impact real outcomes.
A possible concern regarding the interpretation of these results is that the liberalization

of directed credit may boost sectoral TFP, which in turn could lead to changes in intangible
investments. As we show above, the manufacturing sector increasingly relies on intangible
assets at higher levels of income while the same is not true for real estate, which could also
be a mechanism through which sectoral financing constraints affect borrowing. In Figure
9d, we thus plot the dynamics of labor productivity following the liberalization of directed
credit policies. We find a relatively small and insignificant change in labor productivity
in both sectors. These results suggest that it is sectoral financing constraints per se rather
than an indirect TFP-enhancing channel why we see increases in lending to the real estate
sector.

Our interpretation of the evidence presented in this section is as follows. Government
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policies that direct credit are a shock to sectoral financing constraints. These constraints are
highly binding: when countries stop directing credit to the manufacturing sector, banks in-
stead lend to the real estate sector, increasing its leverage. The justification for implement-
ing such directed credit policies in the first place is that policy makers believe steering the
allocation of credit towards “productive” sectors such as manufacturing matters for long-
run growth. In the next section, we investigate the plausibility of this idea in the data.

7 Sectoral Credit Allocation and Long-Run Growth

Does the allocation of credit matter for long-run economic growth? The evidence in the
previous section suggests that policy makers believe so. In this section, we provide some
evidence that the sectoral distribution of credit across sectors is informative about future
growth.

There are several reasons why the relationship between the allocation of financing and
long-run growth could be heterogeneous across sectors. First, the allocation of credit may
contain information about a country’s future fundamentals. For example, credit may ex-
pand to finance new investment following positive news about trend productivity growth
or beneficial economic reforms (Aguiar and Gopinath, 2007). Productivity growth has been
much stronger in manufacturing than in real estate, and manufacturing has been an im-
portant engine of development (Rodrik, 2013). Therefore, a higher share of manufacturing
credit could be a signal of stronger future growth prospects.

A second and related reason is that the allocation of credit could causally affect the
growth rate of productivity. A growing theoretical literature assumes that the financing of
certain productive sectors such as manufacturing can have positive externalities on overall
productivity growth (Benigno and Fornaro, 2014; Benigno et al., 2020; Hirano and Stiglitz,
2024). A larger manufacturing sector increases the adoption of foreign knowledge through
international trade and foreign investment. Moreover, exposure to global competition
forces manufacturing firms to innovate in order to compete, a key argument in Studwell
(2013). Benigno et al. (2020) document that the manufacturing sector accounts for most
investment in innovation in the economy. These productivity gains can benefit other firms
in the economy through knowledge spillovers and input-output linkages.

Credit to the real estate sector is less likely to provide these benefits. A rising real estate
share could be the flip-side of a falling manufacturing share, which might indicate prema-
ture deindustrialization and reduced financing, investment, and innovation by manufac-
turing firms (Rodrik, 2016; Charles et al., 2018; Rogoff and Yang, 2021). The expansion in
real estate financing can be associated with increased misallocation and rising rents, as the
real estate sector is often protected from competition (Reis, 2013; Brunnermeier and Reis,
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2023). A higher share of real estate credit may also presage a financial crisis, with adverse
consequences for medium-run growth (Müller and Verner, 2024). These factors could all
result in lower productivity and output growth.

7.1 Case Study Evidence: East Asian Growth Miracles

To illustrate the idea that a large increase in credit to manufacturing can presage spurts in
economic growth, we first consider case studies from the East Asian growth miracle. Many
East Asian economies experienced spectacular and sustained growth for decades following
major economic reforms, including the introduction of directed credit policies. Buera and
Shin (2013) document a surge in TFP and GDP per worker during these growth miracles,
accompanied by financial deepening, as measured by the ratio of private credit-to-GDP.
Our granular credit data allows us to dissect the aggregate increase in credit documented
by Buera and Shin (2013) into credit to different sectors.

Figure 10 shows the sectoral allocation of credit around two episodes of rapid economic
growth preceded by economic reforms: Korea in 1964 and Singapore in 1967. During both
episodes, these reforms were followed by a large uptick in lending to the manufacturing
sector, but not to other sectors. In Appendix Figure E.9, we show sectoral credit dynamics
for four other East Asian Miracle cases: Japan, Malaysia, Taiwan, and Thailand. With the
exception of Thailand where credit expanded in almost all sectors, these growth accelera-
tions were preceded by an expansion in credit mainly to the manufacturing sector.

Figure 10: Credit Allocation During East Asian Growth Miracles

(a) South Korea, 1964 (b) Singapore, 1967

Note: These figures show the sectoral credit-to-GDP ratio for different sectors on the left vertical axis with
solid lines and real GDP per capita (based on purchasing power parity) relative to US on the right vertical axis
with orange bars during the East Asian growth miracles in Korea and Singapore. The vertical lines represent
the timing of economic reforms. The timing for Singapore’s reforms comes from Buera and Shin (2013) and
the timing for for South Korea is from McKinnon (1973) and Shaw (1973). Reform years are marked with a
vertical line.
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7.2 Systematic Evidence

We next explore whether the allocation of credit across sectors has predictive power for a
country’s future growth trajectory. We estimate variants of the following specification:

∆h log(Real GDP per Capitac,t+h) = β
j
hCredit Sharej

c,t + γc + µt + ΓX j
c,t + ϵ

j
c,t+h, h = 5, 10,

(13)

where the dependent variable is growth in real GDP per capita from year t to t + h and the
key independent variable is the share of manufacturing or real estate in total non-financial
firm credit in year t. At the outset, we stress that the correlation between credit shares
and future growth is not necessarily causal. For example, sectoral credit may follow news
about future productivity, as outlined above, instead of causing the economy to grow. With
this limitation in mind, the estimates from equation 13 are nevertheless informative about
the potential relevance of the mechanism of our model and the above-cited literature on
sectoral heterogeneity and growth.

Figure 11: The Allocation of Credit and Long-Run Growth

(a) Manufacturing (b) Construction and Real estate

Note: These figure visualize the correlation of the share of credit going to manufacturing and the real estate
sector with future economic growth. The horizontal axis represents the sectoral credit share at time t, and the
vertical axis represents the log-difference of real GDP per capita from t to t + 5. The binscatter accounts for
country fixed effects.

Figure 11 shows a binscatter plot visualizing the relationship between the share of the
manufacturing and real estate credit and future economic growth over the next five years.
Table 4 reports the corresponding regressions at both the five and ten-year horizons. Table
F.16 also reports results using the share of credit to agriculture and services as explanatory
variables.

Figure 11 shows that a higher share of credit going to manufacturing is associated with
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Table 4: Sectoral Credit Allocation and Subsequent Long-Run Growth

Panel A: Manufacturing & Mining

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7)

Credit ShareManu
c,t 0.17∗∗ 0.33∗∗∗ 0.30∗∗∗ 0.24∗∗∗ 0.34∗∗∗ 0.32∗∗∗

(0.083) (0.069) (0.073) (0.060) (0.098) (0.078)

Value Added to GDPManu
c,t 0.32∗∗∗ 0.23∗∗∗ 0.21∗∗∗ 0.31∗∗ 0.30∗∗

(0.086) (0.083) (0.073) (0.14) (0.14)

Total Credit to GDPc,t -0.11∗∗∗ -0.070
(0.037) (0.066)

Observations 1,341 1,340 1,340 1,340 1,340 1,014 1,014
# Countries 68 68 68 68 68 61 61
Country FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓
Other Controls ✓ ✓ ✓ ✓ ✓ ✓
R2 0.03 0.16 0.13 0.17 0.21 0.30 0.31

Panel B: Construction & Real Estate

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7)

Credit ShareCons
c,t -0.41∗∗∗ -0.37∗∗∗ -0.34∗∗∗ -0.26∗∗∗ -0.49∗∗∗ -0.48∗∗∗

(0.065) (0.078) (0.080) (0.086) (0.15) (0.16)

Value Added to GDPCons
c,t -0.36∗∗ -0.24∗ -0.15 -0.15 -0.13

(0.14) (0.13) (0.11) (0.099) (0.081)

Total Credit to GDPc,t -0.079∗∗ -0.016
(0.038) (0.055)

Observations 1,341 1,340 1,340 1,340 1,340 1,014 1,014
# Countries 68 68 68 68 68 61 61
Country FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓
Other Controls ✓ ✓ ✓ ✓ ✓ ✓
R2 0.11 0.18 0.13 0.19 0.20 0.32 0.32

Notes: This table presents results from estimating (13). Other Controls refers to a second-order polynomial of
logged real GDP per capita. Driscoll and Kraay (1998) standard errors are in the parentheses with lag length
ceiling(1.5 × h). *, **, and *** denote significance at the 10%, 5% and 1% level.

stronger future growth in real GDP per capita over the next five years. A one standard
deviation increase in the manufacturing credit share (12.4%) predicts 2.1 percentage points
higher growth over the next five years. Conversely, a one standard deviation higher share
of credit to real estate (10.3%) predicts 4.2 percentage points lower growth over the next
five years. The relation between future growth and the real estate credit share is especially
strong, with an R2 of 11% in a simple bivariate regression. In contrast, Appendix Table
F.16 shows that the share of credit to agriculture or services have essentially no predictive
content for future growth.
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Without the addition of control variables, this exercise faces two challenges in addition
to the issue of causality. First, richer countries have a lower share of manufacturing in
outstanding credit, as shown in Figure 1. As such, we would want to condition on a coun-
try’s initial level of income. Second, changes in a sector’s share in output—independent of
credit—may be linked to future GDP (Caselli, 2005). That is, the empirical results we have
discussed so far may not necessarily reflect something the sectoral allocation of credit, but
rather structural change in the real economy.

To address these concerns, we augment our regression specifications with a quadratic
polynomial in log real GDP per capita and the share of each sector in total value added at
time t as control variables. We also include year and country fixed effects. Table 4 shows
that the baseline finding of a positive correlation between manufacturing credit and future
growth, but a negative correlation for real estate credit, is robust to these perturbations.
We also see that both sectoral credit shares and sectoral value added shares predict future
growth with the same sign. However, the R2 is higher for the sectoral credit shares, sug-
gesting there is additional information about future growth prospects in the credit shares.

In sum, there is a reasonably strong correlation between the share of credit to different
sectors and economic growth. This evidence is complementary to the finding in Müller and
Verner (2024) that lending to the non-tradable sector predicts recessions at business cycle
frequency, while credit to the tradable sector is linked with higher productivity growth
over the next decade. While these patterns are not necessarily causal, they are potentially
consistent with models where the allocation of financing across sectors matters for long-
run economic growth. These results therefore also provide motivation for our assumption
in Section 5.3 that the productivity-enhancing financing channel is more likely to operate in
manufacturing than real estate.

8 Conclusion

This paper documents new patterns about the interplay between the sectoral allocation
of credit, structural change in the real economy, and growth. Our novel Financial Kuznets
Facts show a reallocation of credit from manufacturing to real estate over the course of
long-run economic development that is more pronounced than structural change in the
real economy. At the same time, economic development is associated with an increase in
the price of real estate collateral and an increase in borrowing backed by real estate.

To rationalize these patterns, we build a simple two-sector model that integrates sector-
specific collateral constraints à la Kiyotaki and Moore (1997) into a workhorse model of
supply-side structural transformation (Ngai and Pissarides, 2007). In our model, the higher
TFP growth rate of manufacturing relative to the real estate sector leads to a rise in house
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prices. Because the real estate sector relies more on housing both as an input for produc-
tion and as collateral to borrow, an increase in house prices causes a reallocation of credit
away from the manufacturing sector. We use a calibrated version of our model as a lab-
oratory to study how both “financial” and “real” economic forces contribute to structural
change in credit markets. Our counterfactual experiments suggest that a substantial frac-
tion of change in the allocation of credit is driven by changes in the slackness of collateral
constraints.

We provide empirical evidence that a reallocation towards real estate could be partly ex-
plained by rising real estate values and an increasing reliance on intangible assets in man-
ufacturing. Further, government directed credit policies have historically steered credit to
manufacturing, and a liberalization of these policies is associated with a significant reallo-
cation of credit from manufacturing to real estate. Finally, we document robust evidence
that long-run growth is positively correlated with the share of credit flowing to manu-
facturing, and negatively with the share to the real estate sector. These findings suggest
the allocation of credit could even causally affect long-run growth, in line with models of
growth spillovers from manufacturing.

Some caveats are in order. First, a clear limitation of our model is that it does not
directly consider how an exogenous change in the allocation of credit may affect economic
growth. While our empirical evidence can only be interpreted as suggestive, the possibility
of such an effect would be important to study in future work. Second, we abstract from
how exactly financial institutions operate. In our model, we focus on sectoral heterogeneity
on the borrower side, and credit is directly provided by savers. In reality, the regulation
and ownership of banks plays an important role in determining the allocation of credit.
Third, our study examines the allocation of credit in a cross-country setting. Studying
structural changes in credit in one specific economy may open the door to establishing a
causal link between finance and structural changes in the real economy. We leave these
promising avenues for future research.
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A Proofs, Derivations, and Extensions of the Model

The structure of this section is as follows: Appendix A.1 provides the proofs and deriva-
tion in a more general model, incorporating both cash-flow and asset-based constraints
(collateral constraints). The benchmark model in Section 3 is thus a spacial case. Appendix
A.2 discusses the assumption of our baseline model. Appendix A.3 further provides four
auxiliary results: some of them are generalized results for the model, while others provides
support for calibration strategy. Appendix A.4 provides an extended model with intangi-
ble assets, elaborating the channel tested in Section 6. Appendix A.5 shows that our main
result is robust under the non-nomothetic preference with a mild assumption.

A.1 Proofs for Propositions in the Benchmark Model

In this section, we prove the main result in our benchmark model in Section 3.

A.1.1 Set Up

Before the proof, we consider a more general setup, allowing the entrepreneur to raise
debt via cash flow-based and asset-based financing, motivated by Lian and Ma (2021). In
particular, she faces the sector-specific financial constraint

dj
t+1 = dλj

t+1 + dχj

t+1, dλj

t+1 ≤ λjqt+1l j
t+1, dχj

t+1 ≤ χj pj
ty

j
t. (A.1)

The asset-based financing dλj

t+1 is proportionate to the resale value of current period collat-

eral qt+1l j
t+1. The maximum amount of cash flow-based financing dχj

t+1 is proportionate to
the current period revenue pj

ty
j
t.

If λj = 0, our financial constraint is similar to that in Matsuyama (2007) and Green-
wald (2019). If χj = 0, our financial constraint can be interpreted as a collateral constraint
(Kiyotaki and Moore, 1997; Iacoviello, 2005; Liu et al., 2013; Catherine et al., 2022), which
degenerates to our baseline model. This specification parsimoniously models a costly con-
tract enforcement scenario.

A.1.2 Equilibrium Conditions

Savers The Lagrangian of the optimization problem for saver is

LS =
∞

∑
t=0

(βS)t
{

v(cS
t , hS

t ) + ϕS
t

[
bt − cS

t − qthS
t −

bt+1

1 + rt

]}
,
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where ϕ
j
t is the Lagrangian multiplier for the flow of fund constraint for savers, v(c, h) is

the instantaneous utility function with elasticity of substitution η. The FOCs with respect
to cS

t , hS
t are

vc(cS
t , hS

t ) = ϕS
t , vh(cS

t , hS
t ) = ϕS

t qt, ⇒ cS
t

hS
t
=
[q

s

]η
(A.2)

For savers, the optimal savings, analogous to the Euler equation for the consumption-
saving problem, is expressed as

βSϕS
t+1 −

1
1 + rt

ϕS
t = 0 (A.3)

Entrepreneurs Setting up the Lagrangian of the optimization problem for entrepreneur
in sector j, we have

Lj =
∞

∑
t=0

βt
{

v(cj
t, hj

t) + ϕ
j
t

[
pj

tz
j
t(l

j
t)

αj
+

dj
t+1

1 + rt
− cj

t − qth
j
t − qt

[
l j
t+1 − (1 − δ)l j

t

]
− dj

t

]
+ θλj

t (λ
j
tqt+1l j

t+1 − dλj

t+1) + θ
χj

t (χ
j
t pj

tz
j
t(l

j
t)

αj − dχj

t+1)

}
, (A.4)

where ϕ
j
t, θλj

t and θ
χj

t are the non-negative Lagrangian multiplier for the flow of fund con-

straint (2) and the financial constraints (A.1). The FOCs for dλj

t+1 and dχj

t+1 are

ϕ
j
t

1 + rt
− βϕ

j
t+1 − θλj

t = 0,
ϕ

j
t

1 + rt
− βϕ

j
t+1 − θ

χj

t = 0 (A.5)

with their complementary slackness conditions. One can notice that θλj

t = θ
χj

t ≡ θt. In-
tuitively, the asset-based and cash flow-based borrowing are fungible for entrepreneur, so
they share the same shadow price.

The FOC for collateral usage l j
t is written as

αjβϕ
j
t+1pj

t+1zj
t+1(l

j
t+1)

αj−1 + θ
j
tλ

j
tqt+1 + θ

j
t+1αjβχ

j
t pj

t+1zj
t+1(l

j
t+1)

αj−1 = ϕ
j
tqt − β(1 − δ)ϕ

j
t+1qt+1.
(A.6)

Equation (A.6) is intuitive: the left-hand side captures the marginal benefit of increasing
one unit of collateral for period t + 1: she gains the discounted marginal production of
collateral in the next period (the first term) and benefits from the marginal value of slack-
ening the collateral constraint for higher debt capacity (the second term). The right-hand
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side captures the marginal cost of that since the investment of collateral for tomorrow sup-
presses income today, and reducing consumption today (the first term) in exchange for that
tomorrow (the second term).

The consumption side is the similar as the savers, by changing the index from S to j in
Equation A.2.

A.1.3 Steady State Equilibrium

We summarize the main results of our model at the steady state equilibrium in this section.

Credit-Constrained Economy Combining Equations (A.3) and (A.5), we have, at the
steady states,

θ j = ϕj
(

1
1 + r

− β

)
= ϕj

(
βS − β

)
> 0, and dj = λjql j + χj pjyj (A.7)

The financial constraints are binding for both sectors. Intuitively, the savers are more pa-
tient βS > β, who provides the debt elastically with price βS/β − 1.

Consumption Side Aggregation Aggregating Equation A.2 over i, we obtain the relation
between aggregate manufacturing goods c = ∑i ci and residential housing h = ∑i hi,

ci

hi =
[q

s

]η
⇒ c

h
=
[q

s

]η
, (A.8)

Equation A.8 implies that the higher the collateral price q is, the lower the relative demand
for residential housing h/c is. The elasticity of relative expenditure qh/c to collateral price
q is 1 − η. When the elasticity of substitution η is less than one, a one percent increment
implies less than a one percent increment of relative expenditure. Conversely, when η is
greater than one, an increase in collateral price leads to a decline in relative expenditure in
residential housing because the price effect dominates.

Optimal Collateral Usage By evaluating Equation (A.6) at the steady state, we have

lE = (αEzEλ̃Eχ̃E)
1

1−αE , lM = (αMzMλ̃Mχ̃M/q)
1

1−αM , (A.9)

where

λ̃j =
β

1 − β(1 − δ)− λj(βS − β)
, χ̃j = 1 + χj(βS − β)
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One can easily verify that when χj = 0, that is χ̃j = 1, Equation A.9 degenerates to our
baseline results in Equation 4 in Section 3.2.

Market Clearing Conditions The market clearing conditions at the steady state are writ-
ten as

zM(lM)αM
= c, zE(lE)αE − δlE = h + δlM (A.10)

Combining Equations (A.8) and (A.10), we have

h = (s/q)ηc = (s/q)ηzM(lM)αM
= (s/q)ηzM(ζ̃M)αM︸ ︷︷ ︸

ζ̃H

q−
αM

1−αM ,

where ζ̃ j ≡ (αjzjλ̃jχ̃j)
1

1−αj for j ∈ {M, E} and ζ̃H ≡ sηzM(ζ̃M)αM
. It is easy to verify that

h(q) decreases with q. We obtain Equation (7) in Section 3.2 by substituting h(q) and lM(q)
into the market clearing condition for real estate good.

To ensure the steady state equilibrium is well-defined, we assume that collateral usage
for each sector l j > 0, and the net output of real estate sector, zE(lE)αE − δlE is positive by
imposing the following assumption,

Assumption A.1 (Parameters Restriction for Asset-Based Financial Constraint). The param-
eters for asset-based financial constraints λj are restricted below λ

j
max, for j ∈ {M, E}, where

λM
max ≡ 1 − β(1 − δ)

βS − β
, λE

max ≡ 1 − β(1 − δ − αEδ)

βS − β

The following proposition defines the steady state equilibrium.

Proposition A.1 (Steady State Equilibrium). Under Assumption A.1, there exists a unique
steady-state equilibrium, consisting of (aggregate) allocations (c, h, l j, dj) and prices and shadow
prices (r, q, ϕi, θ j), such that,

1. the optimization problem for each agents is solved by Equations (A.8), (A.7), (A.7), (4);

2. market clearing conditions (A.10) hold;

3. all endogenous variables are constant over time.

Proof. Notice that when q → 0, the right-hand side of Equation (7) approaches to +∞
and when q → ∞, it approaches to 0. There exists a unique collateral price q clears the
market.
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A.1.4 Proof of Proposition 1

Proof. There are three parts in this proof.

1. With λ̃j increasing with λj, it is easy to obtain

∂ζ̃ j

∂zj > 0,
∂ζ̃ j

∂λj > 0,
∂ζ̃H

∂zM > 0,
∂ζ̃H

∂λM > 0

And thus, increasing zM or λM increases the right hand side of Equation (7), shifting
the demand curve to the right, while it does not affect the left-hand side of it, which
implies q should go up. Lastly, an increase in s only increases the right hand side of
Equation (7), holding all else equal. To make the equation balance, q should increase.

2. The proof for elasticity εq,zM is intuitive. First, we can rewrite the Equation (7) as

zE(ζ̃E)αE − δζ̃E = (ϑ̃Hq1−η + ϑ̃M)(zM/q)
1

1−αM (A.11)

where ϑ̃H = sη(αMλ̃Mχ̃M)
αM

1−αM , ϑ̃M = δ(αMλ̃Mχ̃M)
1

1−αM . With the simple case that
η = 1, one can write

zM

q
=

[
zE(ζ̃E)αE − δζ̃E

ϑ̃H + ϑ̃M

]1−αM

(A.12)

where the right hand side is invariant with either zM or q. Thus, the elasticity εq,zM =

1.

For other case when η ̸= 1, we prove by using implicit function theorem. We con-
struct the following function of q and zM from Equation (A.11),

F(q, zM) = zE(ζ̃E)αE − δζ̃E −
(

ϑ̃Hq−η− αM

1−αM + ϑ̃Mq−
1

1−αM

)(
zM
) 1

1−αM

Our first goal is to compute ∂q
∂zM , Notice that

∂F(q, zM)

∂q
=
(

zM
) 1

1−αM
[(

η +
αM

1 − αM

)
ϑ̃Hq−η− αM

1−αM −1
+

(
1

1 − αM

)
ϑ̃Mq−

1
1−αM −1

]
(A.13)

∂F(q, zM)

∂zM =
1

1 − αM

(
zM
) 1

1−αM −1
(

ϑ̃Hq−η− αM

1−αM + ϑ̃Mq−
1

1−αM

)
(A.14)
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By implicit function theorem, we have

εq,zM ≡ zM

q
∂q

∂zM = −zM

q
∂F(q, zM)/∂zM

∂F(q, zM)/∂q

Combining with Equations (A.13), (A.14), we get

εq,zM =
ϑ̃Hq1−η + ϑ̃M

[(1 − αM)η + αM] ϑ̃Hq1−η + ϑ̃M
⇒ 1

εq,zM
= 1 − (1 − αM)(1 − η)

ϑ̃Hq1−η

ϑ̃Hq1−η + ϑ̃M︸ ︷︷ ︸
>0

(A.15)

Since αM ∈ (0, 1), when η = 1, εq,zM = 1; when η < 1, εq,zM > 1, and when η > 1,
εq,zM < 1.

3. The partial derivative of left-hand side with respect to ζ̃E is

∂[zE(ζ̃E)αE − δζ̃E]

∂ζ̃E
= αEzE(ζ̃E)αE−1 − δ,

noticing that αE < 1. We set this partial derivative to zero,

(ζ̃E)1−αE
=

αEzE

δ
⇒ δλ̃Eχ̃E = 1

Thus, residual supply zE(ζ̃E)αE − δζ̃E increases when λ̃Eχ̃E < 1/δ, and then de-
creases.

A.1.5 Proof of Proposition 3

We start with proving Proposition 3, which serves as a premise to prove Proposition 2.

Proof. We can rewrite Equation (A.6) as

αjλ̃jχ̃j pjyj = ql j (A.16)

that is, at the steady state, the value of collateral ql j is proportionate to the revenue of the
firm pjyj. By definition, we have

κ j ≡ dλ

d
=

λjqjll + χj pjyj

pjyj = λj ql j

pjyj + χj = αjλjλ̃jχ̃j + χj
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Correspondingly, the mortgage share is given by

ω j =
λjqjl j

dj =
αjλjλ̃jχ̃j

κ j

A final remark on the special case when χj = 0, we have κ j = αjλjλ̃j, the result in Proposi-
tion 3. In this case, the mortgage share is 1 by definition.

A.1.6 Proof of Propositions 2

Proof. There are two parts in this proof.

1. By Equation (A.16), we have

dj = κ j pjyj =

(
λj +

χj

αjλ̃jχ̃j

)
︸ ︷︷ ︸

Λ
j
d,1

ql j.

By Equation (4), we have

lE

lM =
(αEzEλ̃Eχ̃E)

1
1−αE

(αMzMλ̃Mχ̃M)
1

1−αM
q

1
1−αM =

ZE

ZM
(αEλ̃Eχ̃E)

1
1−αE

(αMλ̃Mχ̃M)
1

1−αM︸ ︷︷ ︸
(ΛE

y )1/αE /(ΛM
d )1/αM

Q ∝
( q

zM

) 1
1−αM . (A.17)

Due to Λ
j
d = Λ

j
d,1(Λ

j
y)

1/αj
, we can decompose the credit ratio as Equation (6). Simi-

larly, we can write the nominal output ratio as

qyE

yM =
zE

zM
(lE)αE

(lM)αM q =
zE

zM
(zE)

αE

1−αE

(zM)
αM

1−αM︸ ︷︷ ︸
ZE/ZM

(αEλ̃Eχ̃E)
αE

1−αE

(αMλ̃Mχ̃M)
αM

1−αM︸ ︷︷ ︸
ΓE

y /ΓM
y

q
αM

1−αM q︸ ︷︷ ︸
Q

∝
( q

zM

) 1
1−αM , (A.18)

which is exactly the decomposition result in Equation (6). Notice that both shares is

proportionate to (q/zM)
1

1−αM , by Proposition 1, we complete the proof of Proposition
2.
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2. Consider the case when η = 1. We can write nominal output ratio as

qyE

yM =
yE

zM

q

(
αMzMλ̃Mχ̃M

q

) αM
1−αM

=
yE

(αMλ̃Mχ̃M)
αM

1−αM

( q
zM

) 1
1−αM

Substituting q/zM from Equation (A.12) and rearranging, we have

qyE

yM =
yE

yE − δlE

 ϑ̃H + ϑ̃M

(αMλ̃Mχ̃M)
αM

1−αM

 =
s + δ(αMλ̃Mχ̃M)

1 − δ
(lE)1−αE

zE

=
s + δ(αMλ̃Mχ̃M)

1 − δ(αEλ̃Eχ̃E)

which increases with λE, λM, χM and χE.

By Proposition 3, the credit to output ratio κ j increases with λj and χj. So the credit
ratio increases with λE and χE.

dE

dM =
αEλEλ̃Eχ̃E + χE

αMλMλ̃Mχ̃M + χM

s + δ(αMλ̃Mχ̃M)

1 − δ(αEλ̃Eχ̃E)

We don’t have definite results for how credit share changes with λM and χM. Since
less binding financial constraint in manufacturing sector, on one hand, increases the
sectoral debt capacity, measured by credit to output ratio; on the other hand, increases
the collateral price and encourages the distribution of nominal output from the man-
ufacturing sector.

Under two special cases that there are only one type of borrowing, either asset-based
or cash flow-based borrowing, the credit ratio decreases when financial constraint in
manufacturing sector is relaxed.

(a) When χj = 0 for all j, that is χ̃j = 1, we have

dE

dM =
λE

λM

s
αMλ̃M + δ

1
αEλ̃E − δ

,

which increases with λE and decreases with λM.

(b) When λj = 0, that is λ̃j = β
1−β(1−δ)

, we have

dE

dM =
χE

χM

s + βδ
1−β(1−δ)

αM

1 − βδ
1−β(1−δ)

αE
,
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which increases with χE and decreases with χM.

A.2 Model Discussions

Here we provide some discussion for our baseline model.

Residential Service Flow Instead of agents investing in residential housing, our model
assumes that the residential housing stock converts to intra-period residential housing ser-
vices at a fixed rate. This setting simplifies the model, allowing us to aggregate the total
manufacturing goods and residential housing consumption across different agents. As
shown in Equation A.8, the FOC of h solely depends on the current period collateral price.
In other words, the total consumption of manufacturing goods and residential housing at
the steady state depends only on the total income in the economy, not on how income is
distributed among agents. In contrast, an alternative model involving agents investing in
residential housing is complicated by the redistribution of wealth among agents, which is
not the main focus of this paper.

We want to emphasize that our assumption for residential service flow does not affect
the decomposition identity in Equations (5) and (6). This assumption will only affects the
equilibrium collateral price without changing other components. Unfortunately, we don’t
have an analytical comparative statics in Propositions 1 and 2 anymore, because we need to
figure out how an increase of zM, for example, affects {ci}i∈{S,M,E} separately. After figuring
out this, we can know how it changes the aggregate consumption c and h. However, we
want to stress that the quantitative difference with or without this assumption is negligible.

There are two potential economic interpretations of s: first, at the steady-state equilib-
rium, when residential housing investment is fully depreciated, s can be interpreted as a
demand shifter as in Liu et al. (2013) or as the housing demand channel of credit expansion
as in Mian et al. (2020). Second, it can be micro-founded by a competitive housing service
market that uses the housing stock to produce housing services with a fixed efficiency. We
formalize this micro-foundation in Proposition A.5.

Steady States Equilibrium Instead of Generalized Balanced Growth Path (GBGP) More-
over, solving the generalized balanced-growth path analytically, as done in the structural
transformation literature (Buera, Kaboski, Mestieri, and O’Connor, 2020), is complicated.
Instead, we consider economies with different income levels at their own steady states and
ask how different levels of a same set of exogenous parameters (such as sectoral TFP) affect
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the endogenous variables (such as credit share). We evaluate the model at the steady state
and map it to empirical results, following the common approach in macro-development
literature.

Non-Homothetic Preference Lastly, we also include an extension with non-homothetic
preference as Kongsamut et al. (2001), which contributes substantially to the structural
change in the real economy, as in Herrendorf et al. (2013). We show that under some para-
metric restrictions, for example, there is no substance level for manufacturing good con-
sumption, our main results still hold. Intuitively, the demand side modification, as shown
in Proposition A.9, only alters the level of collateral price, but does not affect εq,zM .

A.3 Proof of Auxiliary Results

In this section, we prove several additional results.
Proposition A.2 shows how change of preference parameter η affect the endogenous

variable of collateral price q, credit share dE/dM and nominal output share qyE/yM. This
result provides some foundation for our calibration strategy to match collateral price and
nominal output share to calibrate η.

Proposition A.3 shows that, under a more general setting, the credit to output ratio only
depends on (i) the sum of shares of collateralized inputs, and (ii) parameters of collateral
constraints (and their monotonic transformations).

Proposition A.4 shows how we can use the sectoral credit to production ratio κ j and
the mortgage share ω j to uniquely identify the values of λj and χj in financial constraints.
Not only does this result provide the intuition on how different types of borrowing affect
these two sectoral moments, but more importantly, this result theoretically shows the va-
lidity of identifying λj and χj in Section 5.1 by using these two carefully chosen moments
(Nakamura and Steinsson, 2018). This pair of moments uniquely identifies these two pa-
rameters collectively, following the similar fashion in David et al. (2016) and David and
Venkateswaran (2019).

Proposition A.5 provides a tractable framework to show s can be interpreted as the
productivity of the firm converting the residential housing stock into service.

Proposition A.2 (Impact of s and η on Collateral Price, Credit and Nominal Output Share).
Collateral price q, credit ratio dE/dM, nominal output ratio qyE/yM increases with s, holding all
other fixed.

Proof. The proof is straightforward.

1. Collateral price: proof for s is in Proposition 1.

68



2. Credit ratio: recall that s affects the credit share only through the term f (s, η) =

sηq(s, η)1−η. We again rewrite the market clearing condition (A.11) into

zE(ζ̃E)αE − δζ̃E =

(αMλ̃Mχ̃M)
αM

1−αM sηq1−η︸ ︷︷ ︸
f (s,η)

+ϑ̃M

 (zM)
1

1−αM q−
1

1−αM (A.19)

An increase of s increases q from part 1, which implies the term in the bracket should
increase to balance the equation, which implies f (s, η) increases with s.

3. Nominal output ratio: the result for nominal output ratio is directly from Proposition
3 and part 2.

Proposition A.3 (Sectoral Credit to Value Added Generalization). If the following three as-
sumptions hold,

1. The production function is

y(l, m) = zm(m)
K

∏
k=1

lαk
k ,

where l is a K dimensional vector capturing all collateralized input, lk is the k-th type of col-
lateralized capital, m is a vector of other inputs, and m is an arbitrary differentiable function;

2. All collateralized capital share the same depreciation rate δ;

3. The collateral constraint, at the steady state, follows

d = λ
K

∑
k=1

pklk + χpy

then the credit to output ratio is given by

κ =

(
K

∑
k=1

αk

)
λλ̃χ̃ + χ (A.20)

Notice that in our benchmark model is a special case where m = 1, and K = 1. The
proof, at heart, follows the same intuition.
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Proof. The FOC for the k-th collateral capital is

αk p
y(l, m)

lk
=

pk

λ̃χ̃
⇒ αkλ̃χ̃py(l, m) = pklk, (A.21)

where p is the price of good produced in that sector, and λ̃ and χ̃ are the same expression
as in the benchmark model. By definition,

κ =
d

py(l, m)
=

λ ∑K
k=1 pklk + χpy

py(l, m)
=

(
K

∑
k=1

αk

)
λλ̃χ̃ + χ (A.22)

Proposition A.4 (Identification of λj and χj). Under the assumptions in Proposition A.3, the
financial constraint parameters λj and χj are uniquely identified by the moments κ j and ω j.

Proof. We denote the real estate collateral input share as α
j
l . Since λ̃j increases with λj, and

χ̃j increases with χj, we have

∂κ j

∂λj > 0,
∂κ j

∂χj > 0 (A.23)

In other words, slackening the financial constraint by increasing λj or χj leads to a higher
credit to output ratio.

Next, we can rewrite the sectoral mortgage share as

ω j =
α

j
lλ

jλ̃jχ̃j(
∑K

k=1 α
j
kλjλ̃jχ̃j

)
+ χj

=
α

j
l(

∑K
k=1 α

j
k

)
+ χj

λjλ̃jχ̃j

=
α

j
l(

∑K
k=1 α

j
k

)
+
[
λjλ̃j

(
1
χj + βS − β

)]−1

which implies

∂ω j

∂λj > 0,
∂ω j

∂χj < 0 (A.24)

As in David and Venkateswaran (2019), we introduce the notion of isomoment curve, a
level set tracing out combinations of the two parameters that give rise to a given value of
the relevant moment, holding the other parameters fixed. Mathematically, the isomoment
curve for moment κ j with estimated value κ̂ j and for moment ω j with estimated value ω̂ j

are defined as

SΘ
κ j=κ̂ j ≡

{
(λj, χj) : κ j(λj, χj; Θ−) = κ̂ j

}
, SΘ

ω j=ω̂ j ≡
{
(λj, χj) : ω j(λj, χj; Θ−) = ω̂ j

}
,
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where Θ− ≡ Θ \ {λj, χj}, Θ is a set of parameters in the model.

Figure A.1: Isomoment Curve of κ j and ω j

λj

χj

SΘ
ω j=ω̂ j

SΘ
κ j=κ̂ j

χ̂j

λ̂j

Note: This figure plots the isomoment curves of κ j and ω j with estimated value κ̂ j and ω̂ j. The former one
is downward sloping in purple, and the latter one is upward sloping in dark blue. The unique intersection
pins down the estimated values of parameters λ̃j and χ̃j.

From Equation A.23, we know the isomoment curve of κ j slopes downward as in Figure
A.1, by implicit function theorem. Intuitively, a higher level of λj and χj have similar
effects on κ j. By contrast, from Equation A.24, the isomoment curve of ω j in Figure A.1
slopes downward since a higher λj and a lower χj both contribute to higher ω j. These two
isomoment curves intersect at a unique point, which identify λ̂j and χ̂j jointly.

Proposition A.5 (Residential Housing Stock and Service Flow). Denote the parameters in this
environment as x̊. Suppose there is a zero-profit residential housing service firm converts the stock
of residential housing h̊ to service with quantity h̊SF = x̊h̊. Denote q̊ is the price for collateral or
stock of residential housing, q̊SF is the price for residential housing service, and x̊ is the productivity
of that firm. In this setting, the FOC from the consumption side (A.8) in the benchmark can be

recovered using the following transformation of parameter s = x̊−
1−η

η s̊.

Proof. The profit for this residential service firm is given by π̊ = q̊SF h̊SF − q̊h̊, implying
that x̊q̊SF = q̊. The FOC from the consumption side is literally the same as Equation (A.8).

Altogether, we have c̊
x̊h̊

=
[

q̊/x̊
s̊

]η
, which can be converted to our benchmark FOC by setting

s−η = x̊1−η s̊−η.

A.4 Baseline Model with Intangible Assets

In this section, we consider the case that firms also make intangible asset investment. We
rationalize how the collateral quantity channel stems from sectoral specific variation of
asset tangibility.
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To simplify our analysis, investment in intangible asset kj is costly and happens within
each period. There are two modifications compared to our benchmark model.

First, the production function is modified as

yj = zj(ιj)αj
, where ιj =

[
(ν

j
l )

1
ψ (l j)

ψ−1
ψ + (1 − ν

j
l )

1
ψ (kj)

ψ−1
ψ

] ψ
ψ−1

, (A.25)

where 0 < νl ≤ 1 measures the asset tangibility, 0 < ψ ≤ 1 is the elasticity of substitution
between the intangible and tangible asset investment as in Falato et al. (2022). When νl = 1
and ψ → 1, the production function (A.25) degenerates to that in our benchmark model.

Second, we assume the price of intangible asset investment is the same as tangibles.
This assumption helps us get rid of tedious price channel and the main implication does
not change even if the price of sectoral intangible is the same as the price of sectoral output,
which we will elaborate later.

One last key feature for intangible assets is that they are not collateralized for raising
debt. So the financial constraint remains the same as in our benchmark model.

Compared to our benchmark model, the only changes are the FOCs for l j
t+1 and kj

t+1.
Evaluating them at the steady states, we have

[1 + χ(βS − β)]βpj ∂yj

∂l j = q[1 − β(1 − δl)− λj(βS − β)] (A.26)

[1 + χ(βS − β)]βpj ∂yj

∂kj = q[1 − β(1 − δk)] (A.27)

where

∂yj

∂l j = (ν
j
l )

1
ψ zjαj(ιj)

αj−1+ 1
ψ l−

1
ψ ,

∂yj

∂kj = (1 − ν
j
l )

1
ψ zjαj(ιj)

αj−1+ 1
ψ k−

1
ψ (A.28)

and λ̃j and χ̃j follows the definition in the benchmark model.

Proposition A.6 (Intangible to Tangible Asset Ratio). The sectoral intangible to tangible asset
ratio

1. decreases with 1 − ν
j
l ;

2. decreases with δk, increases with δl,

3. decreases with λj

4. increases with increases with ψ if δl ≤ δk.
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Proof. Combining Equations (A.26) and (A.27), we have the intangible to tangible ratios

kj

l j =
1 − ν

j
l

ν
j
l

Λψ, where Λ =
1 − β(1 − δl)− λj(βS − β)

1 − β(1 − δk)
< 1 (A.29)

which increases with ν
j
l .

Proposition A.6 shows the connection between asset tangibility νl and intangible share.
First, as ν

j
l → 1, we have l j/(l j + kj) → 1, coinciding our baseline result. If the νM

l de-
creases over development and νE

l is close to 1, we expect to see that intangible share goes
up in manufacturing and remains low in real estate. We defer the discussion of this setting
in Proposition A.8. Second, the faster the intangible asset depreciates, the less firm invest
in that, since it is more costly. Similar analysis applies for δl. Third, a higher λj encourages
more asset-based borrowing. Since intangible asset is not collateralized, this discourages
investment in intangible assets. Fourth, when δl ≤ δk, then a higher ψ, the elasticity of
substitution between intangible and tangible assets, indicates lower intangible share. The
assumption for depreciation rates of these two types of asset is empirically and quantita-
tively comparable to previous studies that δl is 0.19 (Hall, 2007; Falato and Sim, 2014) and
δk is 0.145 and 0.15 (Gomes, 2001; Riddick and Whited, 2009). Lastly, as a remark for the
price effect which we shut down for simplicity, if we alternatively assume that the price
for intangible investment is the same as the price of good of that sector, then the increase
in relative price of tangible asset q will further induce more investment in tangible asset in
manufacturing as economy becomes richer. Hence, if anything, the result in Proposition
A.6 is conservative.

Proposition A.7 illustrates that an increase of asset intangibility 1 − ν
j
l acts as if a de-

crease in the credit to output ratio through the collateral input share αj.

Proposition A.7 (Credit to Output Ratio With Intangible Asset Investment). When 0 < ψ ≤
1, the sectoral credit to output ratio κ j increases with 1 − ν

j
l .

Proof. By Equation (A.26), we have

αj pj zj(ιj)αj︸ ︷︷ ︸
yj

ν
1
ψ

l (ι
j/l j)

1−ψ
ψ =

ql j

λ̃jχ̃j

Thus, the credit to output ratio is given by

κ j = α̃jλjλ̃jχ̃j + χj, where α̃j ≡ αj(ν
j
l )

1
ψ (ιj/l j)

1−ψ
ψ
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By Equation (A.25), we have

ιj

l j = [(ν
j
l )

1
ψ + (1 − ν

j
l )

1
ψ (kj/l j)

ψ−1
ψ ]

ψ
ψ−1

Then substituting with (A.29), we obtain

α̃j = αj

1 +

(
1 − ν

j
l

ν
j
l

) 1
ψ (kj

l j

) ψ−1
ψ


−1

= αj

[
1 +

1 − ν
j
l

ν
j
l

Λψ−1

]−1

Noticing that α̃j is increasing with ν
j
l , we have κ j decreases with 1 − ν

j
l .

Proposition A.7 indicates that the endogenous collateral quantity channel can be ratio-
nalized by the change of sectoral asset tangibility.

Our results in Proposition A.6 and A.7 relies on the strong assumption that νE
l does not

change and νM
l decreases over development. However, such process should endogenously

evolve over development.
To make sense of this assumption, we argue that this setting is isomorphic to an alter-

native setting with two assumptions: (1) ν
j
l is constant over development, and (2) for each

sector and intangible asset investment is relatively more complementary with sectoral TFP
than tangible asset investment with that, i.e., ∂2

∂zj∂kj yj(zj, kj, l j) > ∂2

∂zj∂l j yj(zj, kj, l j) in a CES
production function; (3) the real estate sector TFP barely varies but manufacturing TFP
soars over development.

Altogether, the change of sectoral TFP over development acts as if the asset tangibility
declines in manufacturing but not in real estate. We provide a concrete example in Propo-
sition A.8.

Proposition A.8 (TFP Complementarity Production Function). If ι̊j in production function
(A.25) admits

ι̊j =

[
(ν̊

j
l )

1
ψ (l j)

ψ−1
ψ + (1 − ν̊

j
l )

1
ψ g(zj)(kj)

ψ−1
ψ

] ψ
ψ−1

, (A.30)

where ν̊
j
l is fixed, and g(z) is monotonically increasing and differentiable. Then an increase of zj

with fixed ν̊
j
l is isomorphic to a decrease of 1 − ν

j
l in the in production function (A.25).

Proof. The only difference appears in Equation (A.28) with following modification

∂yj

∂kj = g(zj)
[
(1 − ν̊

j
l )

1
ψ zjαj(ιj)

αj−1+ 1
ψ k−

1
ψ

]
,
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which implies

kj

l j = g(zj)
1 − ν̊

j
l

ν̊
j
l

Λψ.

Since g is increasing, an increase of zj with fixed ν̊
j
l is isomorphic with a decrease of ν

j
l via

the following mapping

ν
j
l =

(
1 +

1 − ν̊
j
l

ν̊
j
l

g(zj)

)−1

,

which is decreasing with zj. Notice that when in this specification

∂2

∂zj∂kj yj(zj, kj, l j) >
∂2

∂zj∂l j yj(zj, kj, l j) = 0,

where g(z) governs the relative complementarity between sectoral TFP and intangible or
tangible asset investment.

A.5 Baseline Model with Non-homoethetic Preference

In this section, we consider how non-homothetic utility function affect model prediction.
Specifically, the utility function rewrites as

C i
t =

[
(ci

t − ci)
η−1

η + s(hi
t + h

i
)

η−1
η

] η
η−1

. (A.31)

And the FOC from the consumption side (A.8) becomes

ci − ci

hi + h
i =

[q
s

]η

For simplicity, we denote that ∑i ci = c and ∑i h
i
= h, then the relationship of aggregate

consumption and housing service

ct − c = qη
t (ht + h)

Substituting back to the market clearing condition for real estate sector (7), we get

zE(ζ̃E)αE − δζ̃E = ζ̃Hq−η− αM

1−αM + δζ̃Mq−
1

1−αM − (q−ηc + h) (A.32)
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Assumption A.2 (Parametric Restriction of Non-homothetic Preference).

q−ηc + h = Ξ,

where Ξ is a constant.

Proposition A.9. Under Assumption A.2, Proposition A.1, and Propositions 1 to 3 hold.

Proof. When q−ηc + h is constant, the change of Ξ only affect the level of q, but does not
affect the elasticity of collateral price with respect to manufacture TFP, denoted by εq,zm .
Notice that Equations (A.13) to (A.15) are unchanged, which implies εq,zM is the same as
the benchmark model. Lastly, the sectoral credit to output ratio satisfies the assumptions
in A.3, and thus the baseline Proposition 3 holds.

To gain some intuitions of Assumption A.2, we consider two simple cases. First, when
q−ηc + h = 0, Equation (A.32) degenerates to the benchmark market clearing condition for
real estate good (7). This restriction is similar with Kongsamut et al. (2001) to ensure the
balanced growth path in the demand-side structural change model. In that class of model,
the sectoral price level does not change on the balanced growth path. The second case is
that c = 0, that is, there is no sustenance level of manufacture goods consumption.

B Supplementary Materials for Quantitative Results

In this section, we provide additional results and detailed implementation for Section
5. Appendix B.1 outlines the setup of benchmark quantitative model in Section 5, pro-
vides equilibrium conditions, and offers similar model prediction as our tractable baseline
theoretical model in Section 3. Appendix B.2 provides the extended quantitative model
with two types of production technology, which is summarized in Section 5.3, including
deriving the key equilibrium conditions, elaborating calibration strategy and presenting
quantitative results. Appendix B.3 presents a generalized quantitative model allowing for
both cash-flow based and asset-based financial constraints. Appendix B.4 offers additional
quantitative results. Appendix B.5 outlines the computation algorithm of our model.

B.1 Quantitative Model with Capital as Tangible Asset

In this section, we extend our baseline model in Section 3 by incorporating three additional
features: First, we include labor input in our production function. This modification pro-
vides the model-implied sectoral labor productivity. We calibrate the sectoral TFP to match
these moments, which can be easily estimated in the data. Second, we also include capital
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as an alternative tangible asset in the production function, which is produced by manufac-
turing sector, and can be used for collateral for loans. Third, agents can invest residential
housing instead of enjoying the residential housing service flow as our baseline model.

B.1.1 Set Up

The production function for each sector changes to

yj
t = zj

t(l
j
t)

α
j
l (kj

t)
α

j
k(nj

t)
α

j
n , (B.1)

where l j
t, kj

t, nj
t are commercial land, capital and labor inputs in sector j, with corresponding

input shares α
j
l , α

j
k and α

j
n. This time, the entrepreneur needs to pay for the labor cost wnj

to the savers, who supply 1 unit of labor endowment inelastically, earning wage wt. The
entrepreneur also invests in capital pM

t

[
kj

t+1 − (1 − δ)kj
t

]
and in commercial real estate.

Specifically, the flow of fund constraint changes to

cj
t + qt

[
hj

t+1 − (1 − δh)ht

]
+ qt

[
l j
t+1 − (1 − δ)l j

t

]
+ pM

t

[
kj

t+1 − (1 − δ)kj
t

]
+ dj

t = pj
ty

j
t − wtn

j
t +

dj
t+1

1 + rt
,

(B.2)

Notice that qt

[
hj

t+1 − (1 − δh)ht

]
is the term for investment in residential housing, which

replaces qtht+1 in Equation 2. Also following this set up, the collateral constraint is modi-
fied as dj

t+1 ≤ λ
j
t(qt+1l j

t+1 + pt+1kj
t+1).

Finally, the good market clearing conditions change into

yM
t = ∑

i
ci

t + ∑
j

[
kj

t+1 − (1 − δ)kj
t

]
,

yE
t = ∑

i

[
hi

t+1 − (1 − δh)hi
t

]
+ ∑

j

[
l j
t+1 − (1 − δh)l

j
t

]
,

1 = nM
t + nE

t .

B.1.2 Equilibrium Conditions

We list the conditions for steady state equilibrium in this settings. From the production
side, the FOCs can be written as

α
j
n pj

tz
j
t(l

j
t)

α
j
l (kj

t)
α

j
k(nj

t)
α

j
n−1 = wt (B.3)

α
j
l βϕ

j
t+1pj

t+1zj
t+1(l

j
t+1)

α
j
l−1(kj

t+1)
α

j
k(nj

t+1)
α

j
n + θ

j
tλ

j
tqt+1 = ϕ

j
tqt − β(1 − δ)ϕ

j
t+1qt+1 (B.4)
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α
j
kβϕ

j
t+1pj

t+1zj
t+1(l

j
t+1)

α
j
l (kj

t+1)
α

j
k−1(nj

t+1)
α

j
n + θ

j
tλ

j
t pt+1 = ϕ

j
t pt − β(1 − δ)ϕ

j
t+1pt+1 (B.5)

At the steady state and normalizing the manufacturing good price as 1, we obtain

α
j
l p

j yj

l j =
q
λ̃j

, α
j
k pj yj

kj =
1
λ̃j

, α
j
n pj yj

nj = w. (B.6)

Similar as the benchmark model, savers are more patients than entrepreneurs, thus the
collateral constraints are binding for both sectors

dj
t+1 = λ(ql j + kj) (B.7)

From the consumption side, the FOC for residential housing changes into. Now, the
FOC for hj

t+1 is given by

βvh(c
j
t+1, hj

t+1) = ϕ
j
tqt − β(1 − δh)ϕ

j
t+1qj

t+1 (B.8)

To see the importance of the assumption about hosing service flow in the benchmark
model, we evaluate Equation (B.8) at the steady state and combine with FOC for cj

t, ob-
taining that

cj

hj =

[
1 − β(1 − δh)

βs
q
]η

,
cS

hS =

[
1 − βS(1 − δh)

βSs
q
]η

(B.9)

Compared to the benchmark model, we lose the simple aggregation rule to derive c/h since
the discount factor for savers and entrepreneur are different. It is easy to derive the flow of
fund constraints for each type of agents as

cj + δhqhj = pjyj −
(

wnj + δql j + δkj +
r

1 + r
dj
)

(B.10)

cS + δhqhS =
r

1 + r
b + w (B.11)

Lastly, the market clearing conditions for good markets are

yM = c + δ(kM + kE), yE = δhh + δ(lM + lE), 1 = nM + nE. (B.12)

where c = ∑i∈{S,M,E} ci, and h = ∑i∈{S,M,E} hi.
In this quantitative model, the steady state equilibrium consists of consumption and

saving allocations (ci, hi, b) for agents i ∈ {S, M, E} (2 × 3 + 1 = 7 variables), production
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allocations (kj, l j, nj, yj, dj) for j ∈ {M, E} (5 × 2 = 10 variables), as well as prices (q, w, r)
(3 variables) such that

1. FOCs for ci and hi (B.9) (3 equations)

2. FOCs for l j, nj, and kj (B.6), and production functions (B.1) (3 × 2 + 1 × 2 = 8 equa-
tions)

3. flow of fund constraints (B.10), (B.11) (3 equations)

4. collateral constraints (B.7) (2 equations)

5. FOC for household saving (A.3) (1 equation)

6. market clearing conditions for manufacture and real estate outputs, labor (B.12) as
well as debt (3 + 1 = 4 equations).

Altogether, we have, by Walras’ Law, 21 − 1 = 20 equations and 20 unknown variables.

B.1.3 Model Prediction

We can derive similar decomposition rule as Equation 6. We denote ϱj = 1
1−α

j
l−α

j
k−αk

n
. From

Equation (B.6) and the production function (B.1), we can express all other inputs as a func-
tion of l j. Plugging these expressions in the FOCs for l j, we obtain

l j = (zj)ϱj︸ ︷︷ ︸
Zj

(pj)ϱj
q−(1−α

j
n−α

j
k)ϱ

j
[
(α

j
l)

1−α
j
k−α

j
n(α

j
k)

α
j
k(λ̃j)1−α

j
n
]ϱj
(

α
j
n

w

)α
j
nϱj

︸ ︷︷ ︸
Wj

(B.13)

noticing that there is an additional wage channel, captured in term Wj. The decomposition
of credit and nominal output share is given by

dE

dM =
ZE

ZM
WE

WM
ΓE

d
ΓM

d
Q,

qyE

yM =
ZE

ZM
WE

WM

ΓE
y

ΓM
y

Q, (B.14)

where

Zj = (zj)ϱj
, Wj =

(
α

j
n/w

)α
j
nϱj

, Q = q(α
E
k +αE

n )ϱ
E+(1−αM

k −αM
n )ϱM

Γ
j
d = λj(α

j
l + α

j
k)
[
(α

j
l)

α
j
l (α

j
k)

α
j
k(λ̃j)1−α

j
n
]ϱj

, Γ
j
y =

[
(α

j
l)

α
j
l (α

j
k)

α
j
k(λ̃j)α

j
l+α

j
k

]ϱj
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One can notice that if we restrict α
j
n are the same, the case in our baseline calibration, we

have W = WE/WM = 1.

B.2 Quantitative Model with Two Types of Production Technology

In this section, we introduce a framework where there are two types of production tech-
nology that operate in the manufacturing sector, while the settings for real estate sector
remains unchanged.

B.2.1 Set Up

In manufacturing sector M, there are two type of entrepreneurs: type 1 entrepreneur
adopts the same technology following Appendix B.1, while type 2 entrepreneur uses credit
to produce directly instead of relying on collateralized lending. The technology is endowed
by entrepreneur, i.e., there is no endogenous choice for production technology. Specifically,
the production function for type 2 entrepreneur is

yM
2,t = zM

t
dM

2,t+1

1 + rt
,

where d1,t is the amount of credit she can get access to. She maximizes life-long discounted

utility
∞
∑

t=0
βtu(cM

2,t, hM
2,t) subject to her budget constraint

cM
2,t + qt

[
hM

2,t+1 − (1 − δh)hM
2,t

]
+

rt

1 + rt
dM

2,t = pM
t yM

2,t (B.15)

Type 2 entrepreneur also faces a debt limit, given by

d2,t ≤ ιdM
t ,

where dt = d1,t + d2,t, that is, she can only raises an exogenous proportion of debt in that
sector, captured by ι ∈ (0, 1). The market clearing conditions should be adjusted, account-
ing for two types of entrepreneur in M, i.e., yM

t = yM
1,t + yM

2,t.

B.2.2 Equilibrium Conditions and Model Predictions

Setting up the Lagrangian for type 2 entrepreneurs, we have

LM
2 =

∞

∑
t=0

βt
{

u(c2,t, h2,t) + ϕ
j
2,t

[
ptzM

t
dM

2,t+1

1 + rt
− cM

2,t − qt[(hM
2,t+1 − (1 − δh)hM

2,t]−
rt

1 + rt
dM

2,t

]
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+ θ
j
2,t(ιd

M
t − dM

2,t)

}
The FOC from the consumption side is the same as Equation (B.9) at the steady state.

For debt, we have

ϕM
2,t pM

t zM
t

1
1 + rt

− β
rt

1 + rt
ϕM

2,t+1 − βθM
2,t+1 = 0 (B.16)

with the complementary slackness condition.
To make sure our model is well-defined as the steady state, we impose the following

assumption.

Assumption B.1 (Parametric Restriction on zM).

zM >
1
βS − 1

This assumption ensures that, at the steady states (i) the debt limit constraint is binding,
noticing that θM

2 = 1
β(1+r)(z

M − βr)ϕM
2 > 0, and (ii) raising debt to produce yields non-

negative income, since the flow of fund constraints is rewritten as cM
2 + δlqhM

2 = (zM −
r)dM

2 . As suggested by Figure 6, parametric assumption B.1 holds quantitatively.
To shed lights on our proposed mechanism, we compute the output-based total factor

productivity (TFPQ) in the manufacturing sector, denoted by z̃M,

z̃M ≡
yM

1 + yM
2

(l j)αM
l (kj)αM

k (nj)α
j
n
= zM +

zM dM
2

1+r

(yM
1 /zM)

= zM + βS(zM)2 1 − ι

ι

dM
1

yM
1

= zM + βS 1 − ι

ι
λMλ̃M(αk + αl)(zM)2.

The first observation is that setting ι = 1, the result degenerates to our baseline model.
Moreover, adding type 2 entrepreneurs boosts the efficient productivity, by adding the sec-
ond term, which is quadratic with respect to zM. Intuitively, an increase of manufacturing
TFP has a direct effect on output via the production function. Indirectly, due to increasing
manufacturing TFP, the amount of credit for type-1 entrepreneur, from the partial equi-
librium perspective, also goes up by zM, translating to better access of credit of type-2
entrepreneurs. Taken these two channels into account, the additional term is quadratic
with zM. We want to emphasize that this setting, if anything, overestimates the role of pro-
ductivity and underestimates the role of slackening financial constraint on sectoral output.
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It is also easy to verify that a higher share of credit distributed to type 2 entrepreneurs (a
lower ι), a more slackened manufacturing collateral constraint (a larger λM), and a higher
tangible asset input share (a higher αk or αl) can result in a more significant increase in
manufacturing TFPQ.

B.2.3 Quantitative Exercise

Our calibration strategy is the same as Section 5.1 except we need to internally calibrate
manufacturing collateral constraints parameters by income group {λM

n }N
n=1, because the

credit to value added ratio in that sector also hinges on zM. Recalling that there is no mod-
ification for the setup in the real estate sector, in the first step of our calibration procedure,
for given (η, s), we find a sequence of {zj

n, λM
n }N

n=1 to minimize the distance between la-
bor productivity in two sectors as well as manufacturing credit to value added ratio. The
second step remains unchanged.

Appendix Figure E.15 reports our calibrated parameters for sectoral TFP and collateral
constraints, sharing similar trend with our baseline and Appendix Figure E.14 validates
our model moments with data. Appendix Table F.12 provides the results for development
accounting analysis of other key variables, complementing Table 3.

B.3 Quantitative Model with Cash Flow- and Asset-Based Constraints

In this Appendix, we consider a slightly modified version of our quantitative model. We
shut down capital as tangible input but allow for both cash flow- and asset-based con-
straints, specified as in Equation (A.1) in our generalized baseline model in Appendix A.
All other settings are the same as Appendix B.1.1. We first characterize equilibrium condi-
tion and model prediction in this setting and discusses our quantitative results.

B.3.1 Equilibrium Conditions and Model Predictions

Evaluating the FOCs for labor input njt and collateral l j
t at the steady state, we obtain the

following two equations
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where the definition of λ̃j and χ̃j is the same as the baseline model in Appendix A.1.
We follow the notation of λ̃j and χ̃j in the benchmark model, and define ϱj = 1

1−(α
j
l+α

j
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.
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As the same intuition of Equation (6), we can decompose the credit share into direct, real-
location and collateral price effects. From Equation (B.17), we obtain

l j =
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Thus, the elasticity of sectoral credit to collateral price is

ε
j
dq ≡

∂ log dj

∂ log q
= 1 +

∂ log l j

∂ log q
=

(1 − αE
l )ϱ

E if j = E,

−αM
l ϱM if j = M

(B.18)

By expressing l j and nj as functions of prices (p, q, w), we can solve the model using
market clearing conditions. Again, our decomposition rule for credit and nominal output
ratio reads as follows
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where the relative productivity channel Z, collateral price channel Q, and wage channel W
are the same for credit and nominal output share,
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while the collateral quantity effects are different for credit and nominal output share
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It is easy to verify that, as α
j
n → 0 (i.e. ϱj → 1

1−α
j
l

), the following components Zj, Qj, Γj

converge to their counterparts in the benchmark model, and Wj converges to 126.

B.3.2 Quantitative Results

Our calibration strategy does not change, thanks to the results in Proposition A.4: To disci-
pline the cash flow- and asset-based financial constraints parameters (λj and χj). We resort

26It is easy to find lim
x→0
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)
= 1, where the second last step is

by L’Hôpital’s Rule.
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to the mortgage share in Panel A of Figure 4, combining with sectoral credit to value added
ratio κ j, given the know αj. Appendix Figure E.15 shows the calibrated values of these pa-
rameters and TFP by sectors. We can see the trend of these two constraints within sector
are very similar since the mortgage share is the same across income groups.

As a robustness check, Table displays the similar development accounting analysis as
Table 2

B.4 Additional Quantitative Results: Role of Sectoral Heterogeneity

Figure E.16 demonstrates the results. First, we set the αj in both sectors to the level of ex-
ternally calibrated αE, as the green line with circles. An increase of αM leads to a surge in
collateral demand in that sector, shifting the demand curve in Figure 3 to the right, and
moving up the housing price. Compared to the baseline result, there is nothing change
to the real estate sector output yE since the housing price does not affect real estate col-
lateral usage. Altogether, this drives up the housing price. From the real-economy side,
the collateral price effect overpowers, such that the construction nominal output share in-
crease. From the financial side, an increase of αM significantly boosts the leverage ratio,
which dominates the real-economy output reallocation, and thus there is a pronounced
construction credit share decreases.

Next, we set λM to λE by income group, according to Figure 6a without change the
sectoral collateral share αj, plotted in orange line with squares. As before, the change in
collateral constraint does not quantitatively affect relative housing price compared to the
baseline results, and thus have almost no impact on real-economy structural change. The
counterfactual manufacture leverage significantly reduces, leading to credit reallocation
towards construction.

Lastly, we shut down both channels, as the purple line with cross marks. Since both αj

and λj are set equal, there is no difference in sectoral leverage ratio, following Proposition
3. As expected, the results lie between the previous two experiments. The result is quan-
titatively closer to Experiment 3, since variation in αj is quantitatively more important to
drive the housing price and real-economy structural change relative to change in λj. Quan-
titatively, for for this counterfactual scenario, the construction credit share is close to what
we observe in the data, despite of less variation across income groups.

Taking stock, these counterfactual experiments indicate that sectoral heterogeneity in
collateral share and collateral constraint is quantitatively important to jointly match ob-
served financial and canonical Kuznets facts.
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B.5 Computation Algorithm

We outline the computational algorithm for the steady state equilibrium using the model
in Appendix B.1 as an example. All other models share similar algorithm. There are two
layers of loops:

1. The inner loop takes a price q̃ as given, and solve for the wage rate w such that labor
market clears as follows

(a) Given some q̃, use Equation (B.4) to express the collateral usage l j = l j(w; q̃);

(b) Given l j = l j(w; q̃) and q̃, use Equation (B.3) to express the sectoral employment
as nj = nj(w, q̃);

(c) Solve the wage rate w(q̃) for this particular q̃ using labor market clearing condi-
tion.

2. The outer loop is to solve the equilibrium price q such that the nonlinear equation of
real estate good market clearing condition hold, which only involves (q̃, w(q̃)).
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C Additional Empirical Results

C.1 Additional Results for Section 2.1

We provide supporting evidence for our main results in Section 2.1 by estimating the fol-
lowing specifications:

log(yj
c,t) = β

j
0 + f

(
log(real GDP per Capitac,t

)
+ γc + µt + ϵ

j
c,t,h,

where c, j, and t indicate country, sector, and year, respectively. γc is the country fixed
effect, and µt is the year fixed effect, and f is a second-order polynomial to capture potential
concavity. yj

c,t can be either sectoral credit (Appendix Table F.1), value added (Appendix
Tables F.2 and F.3), or employment share (Appendix Table F.4).

Appendix Figure E.1 displays the time series of sectoral credit, value added and em-
ployment share, which coincides our main results. Appendix Figure E.2 shows that the
level of value added to GDP is higher than credit to GDP for each sector. Compared with
a dramatic decline of agriculture value added to GDP, the credit to GDP ratio in that sector
remains low. Additionally, the variation of manufacturing credit to GDP ratio is smaller
than its value added to GDP ratio. Lastly, real estate sector witnesses a faster increase of
credit to GDP relative to value added to GDP, which speaks to our financial Kuznets facts.
Similar results for time series evidence are in Appendix Figure E.3.

C.2 Additional Results for Section 4.1

In this Appendix, we report our first-stage IV estimation results in Section 4.1, and show
our results are not sensitive to other empirical specifications.

First-Stage of IV Estimation We report the first-stage F statistics, following Kleibergen
and Paap (2006), for our baseline instrumental variable local projection specification in Fig-
ure E.7. As we can see, most of the F-statistics are above the conservative values, rejecting
weak instruments.

Alternative Specifications We consider two alternative specifications. The first is a sim-
ple bivariate version following:

∆h log(Creditj
c,t) = αh

c + βj∆h log(HPIc,t) + Xc,t + θc + µt + ϵ
j
c,t+h,
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for h = 1, 3, 5, 10, where ∆hyj
c,t+h represents the change in sectoral credit from t to t + h,

and αh
c denotes country fixed effects. Control variables include the sectoral credit-to-value-

added ratio, motivated by our model. We construct hZc,t = ϑ̂c∆h log(HPIr(c), t) as the
instrument for ∆h log(HPIc,t), where ϑc measures the response of the house price index
(HPI) in country c to changes in house prices in subcontinent r(c) over the time horizon h,
obtained from the following regression:

∆h log(HPIc,t) = ςc + ϑc∆h log(HPIr(c),t) + ec,t,

We report both the OLS and IV results in Appendix Table F.5.
The second specification explores the long-run elasticity of sectoral credit with respect

to HPI, following:

log(Creditj
c,t) = βj log(HPIc,t) + X j

c,t + µc + γt + ej
c,t,

where j represents either manufacturing/mining, construction/real estate, or broad indus-
tries, c indicates country, and t indicates year. We estimate a similar regression using 5
broad industries for more observations by dividing them into two groups by mortgage
shares, with a threshold of 45%, and j indicates whether an industry has a high mortgage
share or not. Appendix Table F.6 reports our estimates.

C.3 Additional Results for Section 4.2.1

We present two robustness checks for Table 1, where Columns (1) and (4) exploit country-
and industry-level variation in mortgage share, Columns (2) and (5) exploit industry-level
variation, and Columns (3) and (6) focus on cross-country differences. We present the
corresponding robustness checks in Appendix Tables F.7, F.8, and F.9, respectively.

First, in Appendix Table F.7, we use alternative measures for country-level mortgage
usage, including the mortgage-to-GDP ratio, the household residential mortgage-to-GDP
ratio and the household residential mortgage-to-household credit. Additionally, in Ap-
pendix Table F.8, we change industry-level collateral usage to the real estate input share,
obtained from the World Input-Output table; see Müller and Verner (2024) for more details.
For all three Appendix Tables, we consider, if possible, the combination of (i) different fixed
effects, (ii) different industry categories, including 5 broad industries and 1-digit industries,
and (iii) different time horizons, for h = 5, 10.
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C.4 Additional Results for Section 4.2.2

In this Appendix, we provide details of constructing measures for intangible and tangible
assets, and conduct robustness checks about the relation between intangible and sectoral
credit growth using alternative specifications.

Measurement for Intangible and Tangible Assets In practice, we compute the intangi-
ble ratio using Kq_Intang divided by Kq_Tang. Both variables are in millions of national
currency. The intangible asset consists of the following variables:

1. Brand: brand
2. Design: industrial design
3. OIPP: entertainment, artistic and literary originals
4. OrgCap: organization capital
5. RD: research and development
6. Soft_DB: computer software and databases
7. Train: training

Intangible Investments and Sectoral Credit Growth To establish the relationship be-
tween changes in asset tangibility and credit growth, we estimate two alternative specifi-
cations in Appendix Table F.11 as robustness checks. First, we test whether sectoral credit
growth responds to change of intangible asset share, as follows,

∆h log(Creditc,j,t) = βh∆hIntang Sharec,j,t + Fixed Effects + ϵc,j,t for h = 5, 10.

Second, instead of baseline local projection, we consider the following specification for
different time horizons, for h = 5, 10,

∆h log(Creditc,j,t) = βh
Intang∆h log(Intangc,j,t) + βh

Tang∆h log(Tangc,j,t) + Fixed Effects + ϵc,j,t

C.5 Additional Results for Section 7

In Section, 7, we explore the relation between sectoral credit allocation and long-run growth.
For East Asian case studies, Appendix Figure E.9 plots credit to GDP ratio across sector

during other episodes along with the relative GDP to the US. During these episodes, we
find a rise in manufacturing credit to GDP ratio, and a rising relative GDP per capita to the
US, consistent with our main findings.
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For systematic evidence, in Appendix Table F.16, we report the estimation results of the
following regression

∆h log(Real GDP per Capitac,t) = β
j
hCredit Sharej

c,t + γc + µt + X j
c,t + ϵ

j
c,t,h, h = 5, 10,

where ∆h is the operator for change from t to t + h, j indicates sector, γc is the country fixed
effect, µt is year fixed effect, X j

c,t is other other macroeconomic controls. We also include a
second-order polynomial of logged real GDP per capita at time t and sectoral value-added
share at time t, to capture potential effect driven by economic convergence. As we can
see, the regression results suggest a positive (negative) correlation between manufacturing
(real estate) credit share and future GDP per capita growth.

Moreover, we pool the manufacturing and real estate sectors together, and report the
results in Appendix Table F.15.

C.6 Additional Results for Section 6

In Section 6, we investigate the dynamics of sectoral variables around credit liberaliza-
tion episodes using the LP-DiD method of Dube, Girardi, Jorda, and Taylor (2023). Here
we provide some results supporting our identification assumption, argue that our results
are not driven by one particular event, conduct placebo test to strengthen our causal in-
terpretation, and re-estimate our empirical specification using local projection and other
on-the-shelf staggered DiD designs.

Case Studies In Appendix Figure E.11, we depict the sectoral credit-to-output ratio around
8 credit liberalization episodes. The dynamics are consistent with our baseline LP-DiD re-
sults.

Identifying Assumption There are two identifying assumptions for these event studies:
(i) there are no changes in confounding determinants of the structural change in the credit
market and in the real economy coincide with these credit liberalization events, and (ii)
countries with credit liberalization would have evolved the same way as in the never-
treated countries in the absence of liberalization.

For the first identifying assumption, our narrative analysis in Appendix D alleviates this
concern. Additionally, leveraging data from Wacziarg and Welch (2008) and Warner and
Sachs (1995), we argue that the onset of credit market liberalization does not synchronized
with other reforms, such as trade liberalization.27

27There is only one episode, Israel 1985, coinciding with the start of trade liberalization. As we show later,
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The second identifying assumption cannot be tested directly, but several pieces of evi-
dence are in favor of it. First, among our various specifications (including the robustness
check below), there is no pre-trend before the onset of credit liberalization. Second, our
specification controls country and year fixed effects, which means any country-specific
components that are invariant over time and any year-specific shock that affect all coun-
tries at the same time are absorbed in our estimation. Lastly, we estimate the predictive
regression as follows

Liberalizationc,t =
5

∑
l=1

βlXc,t−l + αc + γt + ϵc,t.

where Liberalizationc,t is an indicator for the start year of liberalization for country c in year
t, and Xc,t−l captures macroeconomic variables and other country characteristics before
time t, which includes real GDP per capita growth rate, inflation, credit-to-GDP ratio, net
FDI-inflow-to-GDP ratio, trade-to-GDP ratio, and bank crisis indicator from Baron et al.
(2021). As reported in Table F.10, these variables have no systematic predictive power on
the onset of these liberalization episodes.

Local Projection Specifications We estimate local projections in a country-sector-year
panel similar to Baron and Green (2023):

∆hyc,s,t+h = αh
c + γh

t + ∑
j∈{Manu.,Cons.}

βh
j Liberalizationc,t × 1 {s = j}+

L

∑
l=0

γl∆1yc,s,t−l + ϵc,s,t+h,

for h = 1, . . . , H, where the dependent variable is the change of sector-specific variable
from t to t + h in country c sector j, αh

c is the country fixed effect, Liberalizationc,t is an indi-
cator for credit policy liberalization in country c year t, 1 {s = j} is an sector indicator, for
example, 1 {s = Manu} takes 1 if the sector is manufacturing. Using this specification, we
can test whether βh

Manu. is statistically different from βh
Cons.. Appendix Figure E.13 shows

the estimation results.

Staggered DiD Design We estimate the impacts of credit liberalization policies using a
battery of cutting-edge staggered DiD techniques, aiming to overcome the negative weighted
bias of unclean comparisons from previously treated units used as controls for newly
treated units. Specifically, we report estimate results for Dube et al. (2023) using never-
treated countries as controls, as well as Callaway and Sant’Anna (2021), Sun and Abraham

our results are not driven by one specific episode.
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(2021) and De Chaisemartin and d’Haultfoeuille (2024) in Appendix Figure E.12. All these
estimates are consistent with our baseline results, and, reassuringly, there are no pre-trends
running up to the start years of these policies.
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D Credit Market Liberalization

In this Appendix, we provide a worldwide credit market liberalization chronology, with
detailed background information and specific criteria that each case meets.

Albania (1999) In the aftermath of the communist regime’s collapse in 1990, Albania em-
barked on a series of reforms to overhaul its financial and banking sectors, which had been
under state control for decades. Throughout the 1990s and early 2000s, the country imple-
mented various measures to modernize the financial system. One of the most significant
changes was the introduction of a two-tier banking system in 1992, replacing the previous
mono-banking structure under which the Bank of Albania was the sole banking entity. The
reform process also had an international aspect, as foreign-owned banks were allowed to
enter the market, and several domestic banks were sold to overseas investors: “Financial
liberalisation in Albania started in 1992/1993 when the first steps were undertaken by es-
tablishing the two-tier banking system (1992) and by allowing the first foreign-owned bank
to start operating (1993)” (Causevic, 2003, page 7).

At the same time, the Bank of Albania implemented monetary policy measures de-
signed to limit credit growth by imposing credit ceilings and increasing liquidity require-
ments for banks: “The tight policy of credit, through the imposition of credit ceilings for
banks and the increasing level of non-performing loans (NPL) restrained the ability of com-
mercial banks to meet rising demand for credit” (Shijaku and Kalluci, 2013, page 1).

The Banking Law was amended in 1998 to deepen banking sector reforms, enabling the
Bank of Albania to gradually relax restrictive policies. This process began with the removal
of credit ceilings for private banks in 1999 and concluded with the complete deregulation
of interest rates by the end of 2002: “The process of financial liberalisation has been in-
tensified since 1997 by putting financial pyramids under the international administration
(1997), amending the Banking law (1998), lifting credit ceilings for private banks (1999) and
selling the National Commercial Bank to a foreign investor” (Causevic, 2003, page 7).

Reason: “... lifting credit ceilings for private banks (1999)” (Causevic, 2003).

Argentina (1977) Liberalization in Argentina started in 1976 with the goal of reforming
the country’s financial and banking sector by removing controls on credit and interest rates:
“The liberalization of interest rates commenced in 1976 when interest rates on certificates of
deposit (CDs) were freed. This was followed in 1977 by a major financial sector liberaliza-
tion and reform of monetary control instruments. In 1977, all bank deposit and loan rates
were liberalized, the controls on bank credit were removed, the 100 percent reserve require-
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ment was reduced (initially to 45 percent and then lowered progressively to 10 percent by
1980), and interest was paid on required reserves held against time deposits through a
newly established Interest Equalization Fund. Selective credit practices were abandoned
(except for export-oriented loans), and selective re-discounts were replaced with a single
discount window with the discount rate set at a penalty level compared with market rates”
(Bisat et al., 1999).

Following a crisis in 1982, credit controls were reimposed again, to be liberalized again
in 1992: “Credit controls were initially removed in 1977 but were reimposed in 1982. The
controls were reduced after 1992 to less than half the level before the reforms” (Bisat et al.,
1999).

Reason: “Credit controls were initially removed in 1977 but were reimposed in 1982” (Bisat
et al., 1999).

Australia (July 1983) Prior to financial liberalization in the 1970s and 1980s, Australia
had a heavily regulated financial system. The exchange rate was fixed, capital controls re-
stricted cross-border flows, and the banking sector faced extensive regulations on interest
rates, credit ceilings, and foreign exchange trading: “Australia also had a heavily regulated
domestic banking sector, with quantitative and qualitative controls on bank lending, ceil-
ings on banks’ deposit and lending rates and reserve requirements all used. These regula-
tions, especially the reserve requirements, also served as the main tools for implementing
monetary policy for much of the 1950s, 1960s and 1970s” (Ballantyne et al., 2014, pages
6-7).

Reforms to liberalize the financial system and the banking system occurred gradually
in the 1970s and 1980s. Key steps included removing some banking regulations in the early
1970s, such as the ceilings on deposit rates for certificates of deposit in 1973, which resulted
in an increase of competition among banks: “The first major step in the deregulation of the
banking sector was taken in 1973, when the interest rate ceiling on CDs was removed. This
allowed trading banks to compete for funds and gave them control over a larger portion of
their balance sheets” (Ballantyne et al., 2014, page 12).

Deregulation progressed in the 1980s with the removal of interest rate ceilings on all
deposits and loans, and the entry of foreign banks. These reforms affected the overall
structure of the financial system specifically with the floating of the exchange rate and
removal of capital controls: “Banking sector deregulation also provided the impetus for
further development of Australia’s corporate bond markets – and, in particular, the market
for Australian bank bonds. At the same time, the removal of capital controls and the devel-
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opment of hedging markets also facilitated increased offshore bond issuance by Australian
firms” (Ballantyne et al., 2014, page 19).

Reason: “The Loan Council discontinued arrangements whereby the terms, conditions
and timing of domestic borrowings by larger authorities were subject to Loan Council con-
trol” (Hall, 1987).

Austria (1981) Before the financial liberalization reforms began in the late 1970s, Austria
had heavily regulated financial and banking sectors. Credit controls were implemented
through voluntary agreements between banks and the Ministry of Finance from 1951 to
1982 in consultation with the OeNB. These agreements were used due to the absence of
a legal framework. They consisted of three components: qualitative credit controls, mini-
mum liquidity requirements, and credit ceilings. Initially targeting only the banking sector,
the agreements were gradually expanded to cover all banking sectors by 1960, in addition
to insurance and installment companies that were added in 1955: “The first legal frame-
work for macroprudential policy, the Kreditwesengesetz (KWG, Austrian credit services
act), was introduced in Austria in 1979, almost 30 years after the first credit control agree-
ment had entered into force in Austria in 1951”(Döme et al., 2016, page 166).

Starting in 1977, Austria began implementing measures aiming to liberalize the banking
sector. These measures included lifting restrictions on branch establishment, liberalizing
interest rates, reforming banking supervision, removing capital controls, introducing free
market entry, and privatizing state-owned banks: “Austria liberalized its financial markets
quite slowly. In fact it took the country nearly 25 years to eliminate all restrictions. Starting
with the lifting of restrictions on the establishment of branch offices in 1977, continuing
with the liberalization of interest rates in 1980, the reform of banking supervision in 1987,
the removal of capital controls from 1988 to 1991, the introduction of free market entry in
1994 and the privatization of state-owned banks from 1992 to 2000, the overall process was
very protracted" (Ritzberger-Grünwald, 2006, page 211).

Reason: “Credit controls were in place from 1951 to 1981” (Döme et al., 2016).

Bangladesh (1990) After independence in 1971, Bangladesh’s banking sector was dom-
inated by state-owned banks, while the central bank imposed credit controls and main-
tained interest rates below market levels: “Bangladesh adopted state directed credit policy
with a view to rehabilitating the economy immediately after the independence in 1971.
Domestic private commercial banks were not allowed to operate until 1982 and the bank-
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ing sector was predominantly dictated by government owned commercial and specialized
banks (SPBs). Both the deposit and lending rates were fixed by the central bank, and state-
owned banks were operating within a protective environment” (Uddin and Suzuki, 2011,
page 31).

The state ownership of banks resulted in a large and inefficient banking sector that
prompted the government to adopt reforms aimed at liberalizing the sector by privatiz-
ing some of the banks: “Against this backdrop, the government denationalized two state-
owned large commercial banks ‘Uttara’ and ‘Pubali’ in 1983 and 1984 respectively, while
another state-owned bank ‘Rupali’ was partly privatized” (Robin, 2015, page 36).

Furthermore, the central bank shifted to market-oriented monetary policy tools by re-
moving controls over credit allocation and interest rates: “The central bank implemented
liberalized monetary policy with indirect control over money supply in the early 1990s af-
ter the financial reform program initiated. The instruments of direct control (credit ceilings
and interest rate prescriptions) were no longer available for attaining the targeted levels
of domestic credit; instead new instruments of indirect control had to be adopted” (Robin,
2015, page. 49).

Chile (1975) Before the start of liberalization in Chile, the banking sector was heavily reg-
ulated and subject to various restrictions. Credit and interest rate controls were imposed,
in addition to state ownership of commercial banks: “Almost all of the economic reforms
recommended to highly indebted countries after the onset of the debt crisis in 1982 were
implemented in Chile during the 1970s. Reprivatization, decontrol of prices, and deregu-
lation were begun shortly after the 1973 military coup; fiscal reform and liberalization of
trade and financial markets were accomplished over a short span of time thereafter (table
3.5). Consequently, by the beginning of the 1980s Chile had an open, free-market economy,
with a homogeneous 10 percent tariff, free domestic interest rates, a relatively liberalized
capital market, and a disciplined, non-disruptive labor force” (Williamson et al., 1990, page
53).

Following the military coup in 1973, the government started a process of liberaliza-
tion by removing all controls on the banking and financial sectors. However, the process
of liberalization was slowed by the crisis of 1982: “Chile first liberalized with a big bang
in the late 1970s. It privatized nationalized banks, removed all controls on interest rates,
and permitted banks to become “universal.” Foreign banks and nonbank financial institu-
tions were encouraged to enter the market, and capital controls were eased. Argentina also
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eliminated directed credit and interest-rate controls in the late 1970s and liberalized capital
flows. Both Chile and Argentina, however, reimposed controls during the financial crisis
of the early 1980s, and Chile renationalized ("intervened") a number of banks at that time.
Chile removed most controls again by 1984 and reprivatized the renationalized banks in
the mid-1980s” (Williamson and Mahar, 1998, page 11).

Reason: “Directed credit eliminated and reserve requirements reduced in the mid-1970s.
Development assistance from multilateral agencies now auctioned off to eligible financial
institutions” (Williamson and Mahar, 1998).

Costa Rica (1991) Prior to the start of liberalization, Costa Rica’s banking sector was heav-
ily regulated. It was dominated by state-owned banks that were required to finance the
government’s public deficit: “The financial sector in Costa Rica is dominated by the bank-
ing system and, in particular, by large public banks” (Bonangelino, 1995, page 12).

With support from the International Monetary Fund and the World Bank, Costa Rica
started a process of liberalization in 1991. Among the first reforms was the removal of
credit restrictions. Subsequent reforms included the opening of competition in the bank-
ing system, allowing private banks to accept deposits and make loans in foreign exchange,
and increasing the independence of the Central Bank: “After the abandonment of formal
credit limits in 1991, the main Instruments of monetary policy have been open market op-
erations and reserve requirements” (Bonangelino, 1995, page 10).

Reason: “After the abandonment of formal credit limits in 1991” (Bonangelino, 1995, page
10).

Czech Republic (1992) Prior to the start of the liberalization of the banking sector in
the Czech Republic, the Czechoslovak Socialist Republic’s banking system was fully con-
trolled by the state with centralized decision-making consisting of a “socialist monobank”
that combined both commercial and monetary functions: “the state dominated production;
market mechanisms were virtually absent; and trade was heavily oriented toward mem-
bers of the former Council of Mutual Economic Assistance (CMEA)” (Desai, 1995, page
24).

The liberalization of the Czech Republic’s banking sector started during the Czech and
Slovak Republic, as part of a broader economic transformation. Key steps included: break-
ing up the socialist “monobank” into separate commercial and central banks, and allowing
the entry of new private and foreign banks: “The establishment of a healthy commercial
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banking sector has figured prominently in the transformation program of the former CSFR
during 1991-92 and subsequently in the Czech Republic” (Banerjee, 1995, page 31).

More reforms were adopted following the dissolution of the Czech and Slovak Repub-
lic in 1992 which included: removing credit ceilings and shifting to indirect monetary
controls; determining interest rates through market forces; strengthening regulation and
supervision; and privatizing most large state-owned banks. “Czech policymakers have
made considerable progress in developing indirect instruments of monetary control. With
the removal of direct ceilings on commercial bank credits by October 1992, the primary
focus of monetary control shifted to auctions of refinance credit and adjustments in mini-
mum reserve requirements” (Desai, 1995, page 30).

Reason: “With the removal of direct ceilings on commercial bank credits by October 1992”
(Desai, 1995).

Denmark (1980) The process of financial liberalization in Denmark was gradual in order
to provide banks with the necessary time to adapt for the new environment: “Financial
markets’ liberalisation in Denmark was a gradual process during the 1970s and 1980s, giv-
ing the banks the necessary time to adapt to a more liberal environment” (Abildgren, 2007,
page 4).

Among the measures included we cite the liberalization of interest rates, and the re-
moval of control on foreign transactions and bank lending: “A large part of the liberalisa-
tion – such as the deregulation of several cross-border capital restrictions during the 1970s
and early 1980s, the dismantling of the ceilings on domestic bank lending in 1980, the re-
moval of the last restrictions on capital account credit-transactions in 1988 and the further
easing of the access to raise mortgage loans against free mortgageable value in the early
1990s – occurred in periods with slow economic growth” (Abildgren, 2007, page 17).

Reason: “... the dismantling of the ceilings on domestic bank lending in 1980”.

Egypt (1992) Prior to the start of liberalization in 1990, Egypt’s financial and banking
sectors were subject to various government controls. Deabes (2006) provides a chronol-
ogy of all the restrictions imposed during that period: “Egypt, like many other developing
economies, has spent much of its post-independence history operating in an illiberal eco-
nomic environment in which commodity, labor and financial markets are all subject to
significant degrees of official intervention” (Deabes, 2006, page 3).

Liberalization started in 1990 and resulted in the removal of restrictions on interest
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rates, credit ceilings, and foreign ownership of banks: “The process of banking sector
reforms in Egypt started in 1990 with the removal of the state sector’s monopoly by lib-
eralization of deposit and lending rates. More significantly, banks were allowed to set their
own service charges and fees. In February 1991, the foreign exchange market was reformed
and central bank’s control on exchange rates was lifted. This was followed by elimination
of any ceilings on bank loans in 1992” (Poshakwale and Qian, 2011, page 100).

Reason: “In particular, controls on interest rates charged by banks were lifted early in
1992, as were the fixed tariffs on certain services. Ceilings on lending were also abolished
in the same year and more indirect methods of monetary control were instituted” (Deabes,
2006).

Finland (1983) Prior to the start of its liberalization, the Finnish banking sector was sub-
ject to various restrictions and was dominated by few banks through a monopoly on the
provision of tax-exempt household deposits. Various credit control tools were adopted to
regulate the market. Among these were limits on lending rates, quotas on borrowing from
the central bank, and penalty rates for excess borrowing. According to (Abrams, 1988, page
1), “[t]he banking system has been highly regulated, with tightly controlled and rigid lend-
ing rates.”

Moreover, various measures of credit controls were adopted: “Bank lending was sub-
ject to direct limits on interest rates and indirect limits on volume. Loan rates were con-
strained by a ceiling on average lending rates, although individual loans could, within
limits, exceed the ceiling. Loan volume was controlled by adjusting the quotas on central
bank advances or by altering the spread between central bank finance and lending rates”
(Abrams, 1988, page 3).

The process of liberalization started in the 1980s with the rise of the “grey” market
which undermined the effectiveness of credit controls. Thus, the Bank of Finland started
the liberalization process in 1980 by withdrawing from the forward exchange market and
allowing banks to handle foreign exchange risk hedging: “In 1986, the Bank of Finland
accelerated the process of dismantling the remaining capital account controls. Most im-
portant were the lifting of the controls on long-term foreign borrowing with a maturity of
at least five years by domestic manufacturing and shipping companies for financing their
own operations” (Kovanen, 1995, page 4).

Finally, credit controls were lifted gradually starting in 1983: “Controls on lending inter-
est rates were gradually removed during the period 1983-86. At the same time, the Central
Bank moved from the direct controls of monetary aggregates toward market-oriented mon-
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etary management, including open market operations” (Kovanen, 1995, page 7).

Reason: “Controls on lending interest rates were gradually removed during the period
1983-86”

France (1984) Credit policy in France after the Second World War was determined by the
law of December 2, 1945: “The major changes concerning the credit system at the Liberation
were written into the law of December 2, 1945, ‘relating to the nationalization of the Banque
de France and the major banks and credit institutions,’ which contemporaries often dubbed
‘the credit nationalization law.”’. This law created the Conseil National du Credit: “At the
heart of credit organization, the 1945 law placed the National Credit Council (CNC), which
it created to this end and which was incorporated legally and administratively into the
Banque de France” (Monnet, 2018, page 47).

During the period between 1945 and 1973, also known as les trentes glorieuses or the
Glorious Thirty, the government’s economic doctrine, known as dirigiste or dirigisme, con-
sisted of supervising, financing, and supporting industry. Credit policy represented a cen-
tral pillar of this doctrine as it was the last component of the dirigste policies that were
abandoned following the shift to a more liberal economic policy. Moreover, a government
report in 1958 suggested the adoption of economic reforms that were all implemented ex-
cept the reforms concerning credit policy: “It was in credit policy that the State took the
longest time to renounce dirigisme. However, it had aroused vocal criticism such as that
of the liberal Jacques Rueff. Of all the measures he prepared for the Minister of Finance
Antoine Pinay in 1958, only those relating to the liberalization of credit were not adopted.
Politicians and senior officials continued to believe that credit needed to be directed in or-
der to pursue modernization. A 1973 law on the status of the Banque de France reaffirmed
its role in controlling credit as a government tool” (Serfaty, 2024, page 363).

Credit policy was initially conducted and monitored by the Banque de France. The
Banque used credit ceilings on two levels: first by fixing the amounts that banks were al-
lowed to lend, and second by setting quotas for the sectoral distribution of credit. This
approach was a consequence of the nature of the French banking sector which consisted of
specialized banks that only lent to specific sectors. However, bank lending focused mainly
on short-term credit, as well as providing liquidity to customers. In fact, banks were au-
thorized to provide medium term credit only in 1966: “If a few steps in this direction were
taken at the beginning of the 1960s, it was mainly the 1966 banking reform that gave banks
a new and central role. It authorized them to freely create counters, to freely distribute
and at their own risk medium-term loans that could be mobilized beforehand, subject to
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prior authorization from the National Credit or the FDES. This solution allows for a bet-
ter allocation of credit based on productivity prospects, as banks are closer to companies
and better informed about their prospects. In fact, competition between banks becomes
very strong for deposit collection and granting credit to companies. We are simultaneously
witnessing a rapid decline in direct loans from the FDES and an increase in the share of
banks in deposits and loans (the latter rises from 41 to 55%, while the Treasury’s share goes
from 35 to 15% of loans to the economy between 1966 and 1973)” (Hautcoeur, 1996, pages
143-144).

The remaining type of credit, in this case long-term credit for industry, was provided
directly by the government through the treasury and state-owned development banks such
as the FDES: “The Commissariat Général du Plan (Planning Office) was assigned the coor-
dination of Marshall Plan funds whereas, starting with the 1948 Mayer Stabilization Plan,
the Treasury was in charge of the Caisse autonome de Reconstruction and the Fonds de
Modernisation et d’Equipement (FEM) which granted reconstruction loans and would be-
come the Fonds de Développement Économique et Social (Economic and Social Devel-
opment Fund, or FDES) in 1954 (Margairaz 1991, p. 1033; Lynch 1997, p. 89). It fell to
the Banque de France and the CNC to intervene in the allocation and regulation of bank
credit” (Monnet, 2018, page 54).

Finally, the wave of liberalization that started gradually in 1958, and of which the Bank-
ing law of 1966 was an important milestone, culminated in the end of all forms of credit
controls in 1984 during a period of slow growth, financial instability, and high inflation:
“This dirigiste policy only ended in 1984, when the socialist government liberalized the
credit market and allowed banks to lend without control from the Banque de France. There
is no evidence that this directed credit was completely ineffective until the 1970s: for ex-
ample, investments were prioritized towards the less capitalized sectors of the economy,
which roughly corresponds to what one would expect from efficient markets. However,
this changed in the 1970s, when the crisis weakened many public and private institutions,
which were over-indebted by 1981“ (Serfaty, 2024, page 363).

Reason: “This dirigiste policy only ended in 1984, when the socialist government liber-
alized the credit market and allowed banks to lend without control from the Banque de
France” (Serfaty, 2024).

Ghana (1988) During the post-independence era and until the start of liberalization, Ghana’s
banking sector was subject to a restrictive regulatory environment in the form of nega-
tive real interest rates, credit ceilings, directed lending, and high reserve requirements.
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Moreover, state-owned banks, which were established following independence to support
government development policies, dominated the banking sector: “The economic policy
agenda following independence, for most part of the 1960s to the late 1980s, had a socialist
orientation with a heavily regulated banking sector: entry restrictions were in place, with
state banks dominating the sector, along with interest rate controls, credit ceilings, geo-
graphical and product restrictions, enormous reserve requirements and directed credit to
support specific sectors of the economy” (Dadzie and Ferrari, 2019, page 329).

By the mid-1980s however, the banking sector was in distress, with banks suffering
from severe under-capitalization, non-performing loans, and operational losses. To ad-
dress these challenges, Ghana initiated a comprehensive financial sector reform program
in the late 1980s and early 1990s. A new banking law was enacted in 1989, which in-
troduced minimum capital requirements, capital adequacy ratios, and limits on lending
to related parties. Interest rates were liberalized, credit ceilings were lifted, and directed
lending was abolished: “A new banking law was enacted in 1989, which specifically de-
fined capital adequacy and minimum capital requirements, prudential lending guidelines
and financial reporting procedures. No explicit entry or exit restrictions were imposed in
order to foster competition. Foreign-exchange bureaux [sic] were authorised to operate in
1988, and the monetary authorities gradually moved away from credit ceilings and credit
allocation policies to more indirect instruments of monetary control. Controls over bank
charges were lifted and interest rates liberalised” (Antwi-Asare and Addison, 2000, page
7).

Reason: “Foreign-exchange bureaus were authorised to operate in 1988, and the mone-
tary authorities gradually moved away from credit ceilings and credit allocation policies
to more indirect instruments of monetary control” (Antwi-Asare and Addison, 2000).

Greece (1987) Liberalization started in Greece during the 1980s, prior to which the bank-
ing and financial sectors were subject to strict regulations in the form of quantitative and
qualitative credit controls, in addition to various regulations aimed at mobilizing resources
for economic development: “In the 1970s and early 1980s, the Greek financial system was
very strictly regulated. Funds were allocated at administratively set interest rates through a
complicated reserve/rebate system of bank credit. Compulsory investment requirements
for banks channeled funds into certain sectors of the economy at subsidized rates, with
below-market financing of the government and tight foreign exchange controls” (Ericsson
and Sharma, 1996, page 3).

The liberalization of the Greek banking sector started gradually in the 1980s and ac-
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celerated in the 1990s as the country prepared to join the European single market. Many
measures were adopted, including the removal of restrictions on interest rates, savings
deposits, and the allocation of credit. “Financial liberalization in Greece was gradually ini-
tiated in the late 1980s and early 1990s ... The central bank’s effort to dis-inflate from the
second half of the 1980s and especially into the 1990s drove liberalization; financial reform
was a precondition for monetary austerity ” (Pagoulatos, 2014, pages 453-454).

Reason: “Several measures had cleared the ground, but the year 1987 when the short-
term lending rate ceiling was abolished, can be taken as the symbolic initiation of credit
deregulation, implementing the European single market program” (Pagoulatos, 2014).

India (1992) Prior to the start of liberalization, India’s banking and financial sectors were
subject to various restrictions that included: administered interest rates, directed credit,
and public ownership of banks. The stated goal of these various measures was to allo-
cate credit for economic and social policies: “The Indian financial system in the pre-reform
period (i.e., prior to Gulf crisis of 1991), essentially catered to the needs of planned devel-
opment in a mixed-economy framework where the public sector had a dominant role in
economic activity. The strategy of planned economic development required huge devel-
opment expenditure, which was met through Government’s dominance of ownership of
banks, automatic monetization of fiscal deficit and subjecting the banking sector to large
pre-emptions – both in terms of the statutory holding of Government securities (statu-
tory liquidity ratio, or SLR) and cash reserve ratio (CRR). Besides, there was a complex
structure of administered interest rates guided by the social concerns, resulting in cross-
subsidization” (Reddy, 2002, page 1).

The start of reforms, which can be dated to 1991, included the privatization of govern-
ment banks and the removal of restrictions on private banks operations: “The share of the
public sector banks in the aggregate assets of the banking sector has come down from 90
per cent in 1991 to around 75 per cent in 2004. The share of wholly Government- owned
public sector banks (i.e., where no diversification of ownership has taken place) sharply de-
clined from about 90 per cent to 10 per cent of aggregate assets of all scheduled commercial
banks during the same period” (Reddy, 2002, page 2).

Interest rates were gradually liberalized in 1992: “Complex system of regulated interest
rates simplified in 1992. Interest-rate controls on CDs and commercial paper eliminated in
1993” (Williamson and Mahar, 1998).

Finally, credit controls followed a similar trend with various liberalizing reforms start-
ing in 1992: “The focus of reform efforts has been on: giving banks more freedom to set
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the credit requirement for their borrowers; relaxing the conditions for consortium lending;
withdrawing the regulations on Maximum Permissible Bank Finance (MPBF) and allowing
banks to use their on methods in order to assess working capital requirements; allowing
banks to use their discretion in levying commitment charges; deciding on the level of in-
ventory and receivable holdings of different industries” (Gupta et al., 2015, page 37)

Indonesia (June, 1983) Prior to the push for financial liberalization in 1983, Indonesia’s
banking sector was heavily regulated. The government used credit ceilings as the primary
tool of monetary and credit control, interest rates were tightly controlled, state-owned
banks dominated the sector, and private bank participation was limited: “Before the finan-
cial reform of June 1, 1983, the major BI instruments of monetary policy were credit ceilings
for individual banks,interest rate controls for state banks, and a selective re-discount mech-
anism designed to reallocate credit at subsidized interest rates. During each fiscal year, the
authorities targeted aggregate credit expansion consistent with projected money demand,
and with their target for the balance of payments. The aggregate credit target was then
allocated among groups of banks and individual banks on the basis of past performance,
with additional sub-ceilings applied for various credit types at each bank” (Sundararajan
and Molho, 1988, page 7).

The financial liberalization process in Indonesia began in June 1983 and proceeded
gradually. First, credit ceilings were eliminated, interest rates were deregulated, and sub-
sidized credit to banks from the Central Bank were reduced. Later reforms focused on
modernising the system by adapting monetary policy tools to the new environment, ini-
tiating open market operations, and introducing new market instruments like SBI (Bank
Indonesia certificates) and SBPU (money market securities) in 1984 and 1985 respectively:
“The first stage of the reform became effective on 1 June 1983. Its main features were the
elimination of credit ceilings (which had been the primary tool of monetary and credit con-
trol), deregulation of interest rates, and a reduction of subsidized credit to banks from the
Central Bank (Bank Indonesia)” (Juoro, 1993, page 324).

Reason: “... the first stage of the reform became effective on 1 June 1983. Its main fea-
tures were the elimination of credit ceilings ...” (Juoro, 1993).

Ireland (February 1981) Ireland’s banking sector was subject to a large set of regulations
prior to the 1980s with strict controls over international capital flows, interest rates, in
addition to quantitative credit controls, and high reserve requirement for banks. “Until
the mid-1980s, the Irish banking system was reputedly one of the most heavily regulated
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systems of the western world with significant interest-rate, credit and capital controls in
place” (Kelly, 2014, page 62).

The liberalization of Ireland’s banking sector began in the 1980s and accelerated in the
1990s. Key measures included the abolition of restrictions on credit growth and interest
rate rules, successive reductions in banks’ reserve requirements, and the removal of con-
trols on capital movements by 1993. The government supported greater competition in
the banking sector and adopted market-oriented monetary policy instruments: “Structural
change in Ireland has affected both the supply of and demand for credit. On the supply
side, first, progressive steps were taken from the 1980s onwards to dismantle credit, capital
and interest-rate controls. These steps included the abolition of quantitative restrictions on
credit growth; the lowering of banks’ reserve requirement ratios; the progressive disman-
tling of capital controls; the break-up of the ‘interest-rate cartel’ and the eventual removal of
all restrictions on interest rates; and the removal of legal and tax impediments to the devel-
opment of the non-Government securities market. In addition, market-oriented monetary
policy instruments were developed by the Central Bank and competition in retail lending
markets was encouraged” (Kelly and Everett, 2004, page 95).

Reason: “February 1981: Explicit sectoral credit guidelines discontinued” (Kelly and Ev-
erett, 2004).

Israel (1985) Prior to financial liberalization, Israel’s financial and banking sectors were
subject to strict government regulations. These regulations included controls on credit, in-
terest rates, as well as high liquidity requirements for banks: “The stabilization program
preceded the start of liberalization: Over the last 20 years, Israel has moved from almost
complete control and deep government involvement in every segment of the financial mar-
kets to a regime with a practically independent central bank (see more about the indepen-
dence of the central bank in Cukierman (2007)) and free capital flows, having implemented
many structural and financial reforms” (Eckstein and Ramot-Nyska, 2008, page 289).

The process of financial liberalization in Israel started in the 1980s with the gradual
removal of restrictions on the banking sectors: “There was also a relaxation of financing
restrictions. In particular, until the mid-to-late 1980s, it was very difficult to issue corporate
bonds or stocks because corporate financing of that sort required government approval.
There were other restrictions as well that related to the banking sector. Another reform
was the gradual elimination of direct credit, the process by which the government came in
and acted as a direct intermediary providing credit to different parts of the Israeli economy,
primarily to exporters and manufacturers” (Blass, 2004).
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Finally, starting in 1985, credit restrictions were gradually removed and have declined
from covering 60 percent of allocated credit to 6 percent by 2004: “There are three key com-
ponents to credit. The first is directed government credit, which was basically phased out
in the late 1980s and early 1990s. At the same time, particularly when the directed credit
was phased out, domestic bank credit jumped dramatically and in recent years has also
become a major factor. Indeed, this can be viewed as one successful aspect of the reforms,
where the banking system is providing the credit instead of the government directing the
credit” (Blass, 2004).

Reason: “Government intervention was reduced dramatically; for example, the share of
directed bank credit plummeted from 60 percent in 1985 to only 6 percent in 2004” (Ben-
Bassat, 2011).

Jamaica (January 1991) Prior to the start of liberalization in the mid-1980s, Jamaica’s
banking sector was subject to various restrictions in the form of quantitative and quali-
tative credit controls, coupled with central bank restrictions on interest rates: “In 1985,
Jamaica attempted to move from direct to indirect instruments of monetary control for the
first time. Prior to this, the system of monetary management had involved: global credit
ceilings and directed credit operations through sector specific refinance windows operated
by the BoJ and activity specific credit ceilings; a statutory saving deposit floor rate, and
a maximum mortgage lending rate; interest subsidies were given not only through refi-
nance operations but also through specialized agencies; a non-remunerated cash reserve
ratio (which differed between commercial banks and non-bank financial institutions) and
a non-cash liquid asset requirement” (Marston, 1995, page 4).

The start of liberalization in 1985 was marked by the removal of restrictions on interest
rates, and credit ceilings. The latter were adopted again in 1989 to be lifted completely in
1991: “interest rate controls were removed, a program to remunerate reserve requirements
was instituted, and the liquid asset ratio (LAR) was phased out. Open market type oper-
ations replaced credit ceilings as the primary instrument of control” (Marston, 1995, page
3). Because of the short period of “abolition”, we thus treat January 1991 as the date of
directed credit liberalization.

Jamaica also went through a process of privatization of its state-owned banks: “In the
mid 1980s the new government undertook a strategy of reducing its role in the public sec-
tor. This included the banks that had been acquired in the 1970s. These banks were sold to
the private sector and the public. As a result of this, domestic entrepreneurs gained increas-
ing importance in the ownership and control of the sector, as the privatisation favoured
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indigenous investors” (Rattray, 2007, page 218).

Reason: “In January 1991, credit ceilings were abandoned because the BoJ practice of grant-
ing exemptions, as well as circumvention by banks through off-balance sheet transactions,
had made them ineffectual” (Marston, 1995).

Japan (1982) Japan’s history of financial and banking regulation following the Second
World War consisted of three periods. The first two periods were marked by a combina-
tion of various forms of restrictions on credit as well as banking and financial operations.
The third period witnessed a push towards liberalization with the removal of government
restrictions on credit: “Three phases are usually identified: the reconstruction period, from
1945 to 1955, when industrial policy and the direct government allocation of funds were
most significant; the high-growth period, from 1955 to 1973, when government policy op-
erated less directly, although the financial system was rigidly segmented and subject to
wide-ranging controls; and the liberalization period, from the mid-1970s to the present,
when policy became less interventionist, and a slow but steady process of financial liberal-
ization began” (Vittas and Cho, 1996, page 282).

During the first two periods, the government aimed to mobilize resources for recon-
struction and industrialization. To achieve this, various restrictions were imposed on the
financial and banking sectors: “Japan Financial regulations that affected the pace and di-
rection of financial sector development included a fragmentation and segmentation of the
financial system, merger and branching controls, interest rate ceilings, tight regulation of
bond and equity issues, foreign exchange controls, including restrictions on foreign direct
investment and, last but by no means least. Restrictions on consumer credit and housing
finance. In addition, government financial institutions and policy-based finance played a
significant part in channeling funds to priority sectors or activities” (Vittas and Kawaura,
1995, page 30)

Regarding credit allocation, the Bank of Japan used window guidance, which consisted
of instructions to influence the flow and distribution of credit in the economy: “The credit
guidance in Japan consisted of regular meetings between the central bank and private sec-
tor banks, during which the Bank of Japan essentially instructed the banks on a quarterly
basis on how much to increase or reduce lending” (Werner, 2002, page 8).

Once the country had achieved its reconstruction objectives, industrial policy became
the center of focus and credit was directed to support these efforts: “Throughout, Japanese
credit (and industrial) policy seems to have had four specific industrial objectives: to pick
and support "winning" industries, especially in markets in which Japan could enjoy a dy-
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namic comparative advantage; to phase out industries in which Japan was no longer inter-
nationally competitive; to support small firms; and to provide the industrial infrastructure
necessary for growth” (Vittas and Cho, 1996, page 282).

Prioritization of industry nevertheless was accompanied by strict oversight and mon-
itoring: “Another important aspect of Japan’s directed credit programs has been the high
quality of loan appraisal and project oversight. Loan approval is based on detailed reviews
of the projects to be financed and evaluations of the history and character of the firms in-
volved” (Vittas and Cho, 1996, page 283).

The process of liberalization started in the 1970s and was considered complete by the
1990s. It encompassed the financial and banking sector with a focus on removing govern-
ment intervention in favor of market-based monetary operations: “Financial liberalization
and the associated process of financial innovation have had far-reaching effects on Japan’s
financial system. Many constraints on portfolio and expenditure choices have been re-
moved, altering the tightly controlled flow of funds patterns that supported the monetary
control mechanism of the mid-1970s. Three changes have been particularly significant in
the evolution of the Bank of Japan’s operating strategy: First, the importance of bank loans
as a source of funds has greatly declined. Second, the range of instruments used by banks
to raise funds has expanded dramatically. Third, assets with market-determined prices
now predominate in the portfolios of all sectors of the economy” (Kasman and Rodrigues,
1991, page 31).

Reason: “The Bank of Japan announced that it was abandoning direct credit controls in
1982.”

Jordan (1995) Prior to the start of Banking and Financial sectors liberalization in Jordan,
various restrictions were adopted such as the preferential credit facilities, interest rate con-
trols, and limitations on the operations and ownership of banks (Abiad et al., 2008, page
39).

Credit controls were widely adopted and were eliminated only for some sectors: “pol-
icy instruments still relied heavily on various direct controls, including of various exchange
transactions and tight direct credit control measures” (International Monetary Fund, Inde-
pendent Evaluation Office, 2005, page 27).

Liberalization started in the 1980s and intensified in the 1990s under the guidance of
the International Monetary Fund (IMF). Various reforms were adopted among which the
liberalization of interest rates in 1988, as well as the partial lifting of credit controls: “Fol-
lowing the move from direct credit controls to indirect monetary control, the limit was set
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on the NDA of the Central Bank of Jordan (CBJ) from 1995” (International Monetary Fund,
Independent Evaluation Office, 2005, page 28).

Reason: “Following the move from direct credit controls to indirect monetary control, the
limit was set on the NDA of the Central Bank of Jordan (CBJ) from 1995” (International
Monetary Fund, Independent Evaluation Office, 2005, page 28).

Kenya (1991) Before the start of liberalization, Kenya’s banking sector operated under a
strict regime controlled by the central bank. Under this regime, various restrictions were
implemented, among them quantitative and qualitative credit controls, as well as interest
rates controls. “In the period prior to 1991, the Central Bank of Kenya (CBK) set ceilings on
total domestic credit and (net) banking system credit to the Government. Commercial bank
credit to non-government borrowers, i.e., parastatals and the private sector, was controlled
through monthly credit ceilings on individual banks. All interest rates were administered”
(Hino, 1995, page 38).

Starting at the end of the 1980s, many restrictions affecting the banking and financial
sector were gradually removed. For example, credit ceilings and interest rate controls were
abolished: “The institutional setting of monetary policy implementation began to change
dramatically at the end of the 1980s, when Kenya embarked on a comprehensive program
of financial sector reforms. By mid-1991, the authorities had moved completely away from
reliance on quantitative credit ceilings and interest rate controls, toward an indirect mon-
etary policy environment, with cash (reserve) ratio, rediscount window, and open market
operations as the main policy instruments” (Hino, 1995, page 38).

Reason: “By mid-1991, the authorities had moved completely away from reliance on quan-
titative credit ceilings” (Hino, 1995).

South Korea (1982) Following the end of the Korean war in 1953, South Korea’s banking
and financial sectors were oriented toward the financing of the country’s reconstruction
and industrialization. They were subject to a strict regime of controls. For example, the
government nationalized all commercial banks in the 1960s: “Control over the financial
system was further concentrated in the hands of the Ministry of Finance in the early 1960s
as majority ownership of commercial banks was transferred to the government, and several
additional specialized banks were created to support the development of high priority
sectors of the economy” (Layman, 1987, page 355).

During its strict regulatory regime, the majority of credit was subject to government di-
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rectives: “The Board has allocated credit by measures ranging from setting general guide-
lines to earmarking funds for specific sectors, industries, and even individual firms and
projects. As recently as the late 1970s, the government allocated, directly or indirectly,
anywhere from 50 to 70 percent of domestic credit, depending upon the classification of
‘directed’ or ‘policy’ loans” (Layman, 1987, page 362).

The first step toward liberalization can be traced back to 1980 when the economy was
subject to internal pressure in the form of high inflation, and external pressures: “The
unfavorable economic developments of 1980 (further increases in oil prices, a devaluation
of 21 percent on January 12, a poor agricultural performance, and political unrest) caused
the authorities to seek changes that emphasized increased international competitiveness,
and price stability through higher domestic savings and monetary discipline” (Layman,
1987, page 367).

The reforms adopted to liberalize the financial and banking sectors started with the
removal of restrictions on the operations of banks as well as the privatization of commercial
banks: “Financial deregulation commenced with the removal of various restrictions on
bank management and the privatization of commercial bank ownership in the early 1980s.
Regulations on commercial banks in the spheres of the organization, budget, branching,
and business practices were greatly loosened. During 1981-83, the government sold its
shares in all nationwide commercial banks” (Park, 1996, page 249).

Similar reforms were adopted with regard to credit policy in 1982 when directed credit
was abolished: “First, in 1982, the authorities replaced direct control over bank lending
with an indirect reserve control system. Since 1982, there has been no formal direct control
of bank credit except for measures to restrict loans to large conglomerates” (Park, 1996,
page 258).

Reason: “Although credit controls for banks were removed in 1982, the credit require-
ment for small and medium business continues, and the Monetary Board retains the right
to impose such controls and ceilings as appropriate” (Layman, 1987).

Malaysia (1980) Prior to start of the financial liberalization, the Malaysian government
intervened regularly in the banking and financial sectors through directed lending to prior-
ity sectors, controls on interest rates, and restrictions on foreign bank entry and branching:
“Each year since October 1976, the Malaysian Government issues lending guidelines to the
banking industry under which these financial institutions are required to provide credit
what is considered the ’priority sectors’ of the economy at below market rates of interest”
(Bank, 1999).
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The process of the liberalization was gradual and protracted, it resulted in the imple-
mentation of a new interest rate regime in which banks can determine deposits rates. More-
over, ceilings on foreign lending were increased. Nevertheless, credit controls have not
been fully abandoned and instead were gradually decreased: “Fifty percent of net lending
required to go to priority sectors in 1975. (Regulation quickly reduced to 20% and largely
nonbinding.) Scope of priority lending reduced in the 1980s. Extension of bank credit be-
low the cost of funds eliminated in the 1980s” (Williamson and Mahar, 1998).

Reason: “Scope of priority lending reduced in the 1980s. Extension of bank credit below
the cost of funds eliminated in the 1980s”

Mexico (1989) Prior to the start of financial liberalization, Mexico’s financial sector was
subject to a tight regime of various controls. Among these measures were high liquidity
requirement in addition to interest rates and credit controls: “Until late 1988, Mexico’s
financial system was a textbook case of financial repression: high reserve requirements,
coupled with regulated interest rates and officially directed bank funding to preferential
sectors, resulted in low levels of financial intermediation” (Gelos and Werner, 2002, page
4).

Credit controls represented a central pillar of government policy as they were the main
tool of monetary policy: “In addition, monetary control was based mainly on quantita-
tive credit controls rather than on market mechanisms, such as open market operations”
(Coorey, 1992, page 38).

The International Monetary Fund (IMF) intervention following the Mexican financial
crisis in 1982 led to the adoption of economics reforms and the start of a process of finan-
cial liberalization. Various measures were adopted, among which the elimination of credit
controls, the liberalization of interest rates, and the privatization of government’s owned
commercial banks: “Key liberalization measures included the freeing of interest rates and
the elimination of direct controls on credit. In November 1988, quantitative restrictions on
the issuance of bankers’ acceptances were lifted, and banks were allowed to invest freely
from these resources. In April 1989, major reforms were introduced that eliminated con-
trols on interest rates and maturities on all traditional bank instruments and deposits, as
well as remaining restrictions on bank lending to the private sector. But the cornerstone of
the institutional reform was the reprivatization of Mexico’s commercial banks, announced
in 1990, and subsequently successfully implemented, which was part of a wider plan to
promote financial integration through a universal banking system” (Coorey, 1992, page
10)
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Reason: “In April 1989, major reforms were introduced that eliminated controls on interest
rates and maturities on all traditional bank instruments and deposits, as well as remaining
restrictions on bank lending to the private sector”.

Morocco (January, 1991) Prior to the start of liberalization, Morocco’s economy “can be
qualified as [an] administered debt economy which it was financed by banking sector”.
Various restrictions on credit and interest rates were used: “In other words, the question
is to make a successful financial transition and assure a passage from the system based
both on the monetary control, the administration of interest rates, the quantitative credit
rationing and the required reserves policy” (Bouhadi and Benali, 2008, page 126).

Directed credit allocation represented the main tool of monetary policy during the pre-
liberalization period: “Monetary policy in all three countries was primarily conducted
through direct quantity allocation of credit and refinancing. Interest rates were set ad-
ministratively, and were negative in real terms in all three countries during most of the
early 1980s” (Jbili, 1997, page 9).

A gradual process of liberalization started in the 1960s and intensified over the follow-
ing two decades: “Following the example of several OECD countries, where the process
of reorganization of the financial structure was begun in the 1960s, intensified and gener-
alized during the 1970s and 1980s, Morocco undertook, the beginning of the 1980s, a vast
process of modernization of its economic system in order to increase its efficiency and to
improve its nationally and internationally attractiveness” (Bouhadi and Benali, 2008, page
125).

This process of liberalization led to the removal of controls on interest rates: “The lib-
eralization of interest rates in Morocco was established progressively and occurred in two
phases: the first phase attempted to liberalize the creditor interest rates (begun in 1985
and finished in 1990) and the second phase attempted to liberalize the debtor interest rates
(1990-1992). Debtor rates, however, remained subdued until the end of January, 1996, with
an upper limit fixed by monetary authorities” (Bouhadi and Benali, 2008, page 127). The
removal of credit controls occurred later in 1991: “The credit deregulation was introduced
in January 1st, 1991” (Bouhadi and Benali, 2008, page 127).

Reason: “The deregulation of directed credit was introduced on January 1st, 1991” (Bouhadi
and Benali, 2008).
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Netherlands (1989) Before the liberalization process began, the Dutch financial system
was characterized by a high degree of regulation and direct control by the monetary au-
thorities. During the late 1950s and early 1960s, the Netherlands Bank exerted detailed
and rigid controls over the banking sector, including qualitative and quantitative credit
controls. For instance, “toward the end of the 1950s, however, the possibilities for the
Netherlands Bank to exert these rather detailed and rigid controls gradually disappeared,”
indicating a tightly regulated financial environment. Moreover, “at the beginning of the
1960s, quantitative credit controls were introduced...the growth of total bank credit, irre-
spective of its sectoral distribution, was limited” (Hilbers, 1998, page 17).

The process of liberalization in the Netherlands was characterized by a gradual and
integrated approach: “What is special about the Dutch case is that a gradual approach
was adopted, both in terms of the move toward full reliance on exchange rate policy and
in terms of the transition from direct to indirect instruments of monetary control.” This
approach allowed for a smooth transition, mitigating potential negative impacts: “The
advantage of an integrated and gradual approach is that one gains experience with new
strategies and instruments, while still relying-at least to some extent and temporarily-on
existing policy practices” (Hilbers, 1998, page 26).

The liberalization process involved “a conversion from the use of monetary indicators
to full reliance on an exchange rate target, a gradual deregulation of domestic financial
markets, and liberalization of international capital flows” (Hilbers, 1998, page 3).

It also involved the removal of credit ceilings in 1989: “In the spring of 1989, agreement
was reached with the banking sector about a new instrument of monetary policy. The
driving force was the need to develop an instrument to control credit growth in a more
market-based fashion than by straightforward credit ceilings. There would no longer be a
ceiling for individual banks, but banks for which the rate of credit expansion exceeded a
certain threshold value (the permitted exemption) would in principle be obliged to hold a
non-interest-bearing cash reserve (deposit) with the central bank” (Hilbers, 1998, page 20).

Reason: “In the spring of 1989, agreement was reached with the banking sector about a
new instrument of monetary policy” (Hilbers, 1998).

New Zealand (1984) Before the liberalization in 1984, New Zealand’s banking and finan-
cial sector faced a strict regulatory framework that significantly affected the allocation and
volume of credit. The banking sector was highly segmented, subject to rigid controls in the
form of interest rate caps, as well as qualitative and quantitative lending restrictions.

The liberalization process started in 1976 but was interrupted for the period between
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1981 and 1984 when restrictions were re-adopted: “While an intensified program of dereg-
ulation began in 1976, this was reversed in the 1981-84 period. During this latter period,
strict interest rate controls on deposits and loans were reintroduced and ‘moral suasion’
regarding the total allowable increase in credit extended by banks was exercised” (Grimes,
1998, page 295).

In 1984, the process of liberalization was resumed and the measures adopted resulted in
the removal of all restrictions on the allocation of credit: “As a result of these policy actions,
the financial sector has moved rapidly from being one of the most heavily regulated among
industrialized economies to being one of the most unregulated. Interest rate controls have
been removed, reserve requirements on depository institutions have been abolished, and
barriers to entry in banking have been significantly reduced” (Walsh, 1988, page 279).

Reason: “New Zealand removed all credit and interest controls over the two-year period
from 1984 through 1985” (Williamson and Mahar, 1998).

Nigeria (September 1992) Prior to the start of financial liberalization in 1986, Nigeria’s
banking sector was highly regulated and dominated by few large banks. The Central Bank
of Nigeria implemented monetary policy by using instruments such as credit ceilings and
sectoral allocation targets. Foreign exchange was also strictly regulated, with the gov-
ernment maintaining a fixed exchange rate regime: “Thus prior to the commencement of
structural adjustment programme in 1986, government intervention in credit allocation tar-
geting industry, small and medium-scale enterprises, agriculture, state-owned enterprises,
exports and even regional balances was perverse and remained the main form of monetary
management” (Ikhide, 1998, page 17).

Nigeria began liberalizing its financial sector in 1986 as part of a broader Structural Ad-
justment Program (SAP) which included the lifting of restrictions on interest rates in 1987,
the opening of bank licensing in the same year: “Liberalization began with a relaxation of
barriers to entry in financial services. At the end of 1986, the CBN quietly eased restrictions
on bank licensing, fostering a profusion of new banks” (Lewis and Stein, 1997, page 7).

Credit ceilings were removed partially in September 1992: “With effect from September
1992, the lifting of credit ceilings on banks that are adjudged healthy by the CBN has been
in place” (Ikhide, 1998, page 23).

Reason: “With effect from September 1992, the lifting of credit ceilings on banks that are
adjudged healthy by the CBN has been in place” (Ikhide, 1998).
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Norway (1987) Prior to the liberalization of the Norwegian financial system, the credit
market was subject to strict regulations. The Credit Law of 1965 formed the legal basis for
credit policy during this period. Credit controls were adopted with targets communicated
through annual credit budgets that specified the desirable amount of credit to be supplied
by financial institutions. To meet these targets, the authorities employed various tools,
including “quantitative regulations, interest rate controls, and foreign exchange controls"
(Krogh, 2010, page 9). In addition, direct interest rate regulations were imposed on bank
loans to the public, with the government setting interest rates. During this period, the
primary objective of directed credit policy was to keep credit growth under control and
maintain low inflation rates. As documented by (Krogh, 2010, page 15), “[a]s in the late
70s, the government was aiming at keeping the growth in prices and costs low through
1980, and this required a tight credit policy."

The Norwegian financial system underwent a gradual deregulation process during the
1980s. In September 1980, interest rate regulations were relaxed with the introduction of in-
terest rate declarations, which allowed for more flexibility compared to the previous strict
norms. “These norms were given a less strict formulation as interest rate declarations from
September 1980, which prevailed for five years until it was abandoned in September 1985,
when interest rates were allowed to float freely" (Jansen and Krogh, 2011, page 13).

Similarly, the authorities gradually lifted control credit controls throughout the 1980s:
“A first move towards deregulation was taken already in 1977 when interest rate norms
were removed – albeit only temporarily as a price freeze (which included interest rates)
was introduced shortly afterwards. Then followed a removal of the lion’s share of banks’
foreign exchange controls in 1978, a very important step in the deregulation with an im-
mense long-term effect, as it made it possible for domestic banks to finance themselves
more heavily abroad. Most quantitative regulations were gone by the mid-1980s and the
credit market was fully deregulated around 1987/88.” (Jansen and Krogh, 2011, page 10)

The liberalization process was completed in 1990 with the removal of restrictions on
capital flows, foreign ownership of domestic bonds, and domestic ownership of foreign
securities: “Even though the deregulation was basically finished, the liberalisation of cap-
ital flows continued in 1989. In May foreigners were again allowed to buy listed bonds in
Norway and this time without any limits. In July the authorities gave domestic residents
permission to buy shares in foreign securities funds. Finally, in December foreigners were
allowed to issue bonds on the Norwegian bond market. The liberalisation was finalised
in 1990 when a new set of foreign exchange regulations was presented, but the practical
implications of this change were modest" (Krogh, 2010, page 21).
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Reason: “Most quantitative regulations were gone by the mid-1980s and the credit market
was fully deregulated around 1987/88” (Jansen and Krogh, 2011, page 14).

Pakistan (1995) Prior to the start of liberalization in the 1980s, Pakistan’s banking sector
was heavily controlled by the government. Restrictions included interest rates controls,
credit ceilings, and a state-owned banking monopoly.

The liberalization process began in the 1980s and accelerated in the 1990s with assis-
tance provided by the International Monetary Fund and the World Bank. Major reforms
included privatizing state-owned banks, removing barriers to entry for new private banks,
deregulating interest rates, and removing credit ceilings: “Deregulation and restructuring
took a strong foothold in Pakistan as the Government decided to privatize banks and allow
liberal entry of new banks. Simultaneously, SBP removed all restrictions and barriers on
banks’ conduct of business by 1997/98 which included: (i) removal of floor and caps on
interest rate structure by 1997-98; (ii) abolishment of concessional lending schemes (except
for Locally Manufacturing Machine and Export Finance scheme); and (iii) lifting the cap
for project financing" (Akhtar, 2007, page 2). Credit controls were removed in 1995 (Idrees
et al., 2022, page 14).

Reason: “Credit controls were lifted in 1995” (Idrees et al., 2022, page 14).

Peru (1992) Prior to the start of financial liberalization, Peru’s banking and financial sec-
tors were subject to various regulations which included controls on credit allocation, in-
terest rates, and capital flows. “At the start of the 1970s, the ECLAC-inspired structural
reforms implemented by the military regime of Velasco (1968–75) created a strong sector of
public enterprises, productive and financial, which came to control more than 30% of GDP
and endured without major changes until the 1990s. This process entailed the nationaliza-
tion of a considerable proportion of foreign investment and much of the real assets owned
by the oligarchy of the day ” (Dancourt and Sotelo, 2018, page 198).

Liberalization started following the election of a new government in 1990. This resulted
in the removal of controls on the allocation of credit and interest rates: “During the 1991-92
period the main objective of monetary policy was to reduce the rate of inflation by keeping
the growth of base money in line with the needs of the economy while allowing interest
rates to be determined by market forces ... Monetary policy shifted away from the use of
direct instruments, including credit allocation schemes and interest controls, to that of in-
direct tools of monetary management” (Duran-Downing, 1996, page 198).
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Reason: “Monetary policy shifted away from the use of direct instruments, including
credit allocation schemes and interest rate controls, to that of indirect tools of monetary
management” (Duran-Downing, 1996).

Phillipines (1983) In the period preceding the onset of financial liberalization in the 1980s,
the Filipino banking and financial sector was subject to heavy government intervention,
segmentation, and limited competition. Credit controls were adopted as well interest rate
ceilings: “In the Philippines, 1956-1973 was a period of low and rigid interest rates, with
ceilings on loan rates prescribed by the Usury Act of 1916. The economy grew in the 1960s
and a wider excess demand for credit emerged. Selective credit controls were used to allo-
cate credit, but these became ineffective as the Central Bank simultaneously liberalized its
rediscounting policy” (Gochoco, 1991, page 333).

Liberalization reforms which started in 1974 included the removal of interest rate ceil-
ings as well as the deregulation of rates on long-term time deposits. Finally, ceilings on all
types of deposits and loans were removed: “Directed credit partly abolished in 1983. Re-
maining directed credit shifted to the relevant government agency and extended at market-
oriented interest rates” (Williamson and Mahar, 1998).

Reason: “Directed credit partly abolished in 1983.”

Portugal (1990) Prior to the start of the liberalization process, Portugal’s banking system
was characterized by extensive state intervention. Following the military coup of 1974, all
banks were nationalized in 1975. The 1976 Constitution further cemented this nationaliza-
tion, barring private participation in the banking sector. This era was marked by strict reg-
ulations with considerable restrictions on banking activities. According to (Canhoto and
Dermine, 2003, page 2), “[t]he banking system was very much repressed by very strict reg-
ulations in terms of entry, opening of branches, regulation of interest rates, credit ceilings,
and very high reserve requirements needed to finance a large public deficit” (emphasis
ours).

The process of liberalization started following the election of Prime Minister Cavaco
Silva in the mid-1980s and the implementation of reforms necessary for entry into the Eu-
ropean Community (EC) in 1986. These reforms centered around three main objectives: the
entry of private banks, privatization, and liberalization. The entry of private firms started
when the banking sector was opened to competition in 1984, allowing private firms to enter
the market. Concurrently, the government privatized state-owned banks, lifted restrictions
on branch openings, and deregulated administered interest rates and credit ceilings. “Pri-
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vate entry into banking was authorized in February 1984. The banking sector then included
12 state-owned institutions, one domestic savings bank, and three foreign banks that had
not been nationalized in 1975” (Canhoto and Dermine, 2003, page 3).

Despite these reforms, Portugal’s monetary policy from 1977 to 1990 relied heavily on
credit ceilings in the form of direct quantitative credit limits. Nevertheless, the country’s
integration into the European Community undermined the effectiveness of these controls,
as evidenced by unpredictable capital inflows and the growth of credit markets outside the
ceilings. This ultimately resulted in a shift towards a market-based monetary policy, culmi-
nating in the reform of the Bank of Portugal’s charter in October 1990. The reform abolished
formal credit ceilings and introduced indirect control through open market operations and
cash reserves, in line with a new monetary policy framework focused on managing liq-
uidity growth. According to Pinto (1996, page 8), “[t]he implementation of these reforms
allowed the changeover from a system of direct quantitative limits on credit, in place since
1977, to one of indirect monetary control via open market operations. Following the sus-
pension of formal credit ceilings in March 1990 and of credit growth recommendations at
the end of 1990”.

Reason: “Following the suspension of formal credit ceilings in March 1990 and of credit
growth recommendations at the end of 1990” (Pinto, 1996).

South Africa (1980) Prior to the start of liberalization in South Africa, the banking and
financial sectors were subjected to various restrictions that included interest rate controls,
credit ceilings, and limited competition: “Financial liberation in South Africa was initiated
shortly after the De-Kock Commission reports of 1978 and 1985. Interest and credit controls
were virtually removed in 1980, while bank’s liquidity ratios were reduced substantially
between 1983 and 1985. Credit ceilings were in effect from 1965 to 1972 and 1976 to 1980.
The register of co-operation, which limited bank competition, was also eliminated in 1983”
(Odhiambo, 2006, page 61).

In 1978, the government began to implement reforms aimed at liberalizing the sector,
these reforms included the removal of credit ceilings and interest rate controls: “Credit
ceilings removed and reserve and liquidity requirements lowered in 1980” (Williamson
and Mahar, 1998, page 22).

Reason: “Credit ceilings removed and reserve and liquidity requirements lowered in 1980”
(Williamson and Mahar, 1998).
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Sweden (1985) Prior to the start of liberalization, extensive regulations were imposed on
financial and banking institutions in Sweden. These regulations included credit ceilings,
ceilings on interest rates, and requirements for bank to hold government bonds: “During
the first decades after World War II the most important intermediary goal of Swedish mon-
etary policy was to keep interest rates at a low and stable level. Since the central bank was
not prepared to accept the consequences of this goal in terms of monetary expansion a se-
ries of regulations directed at bank lending, investment and interest rates were introduced
around 1950” (Englund, 1990, page 386).

The process of liberalization started gradually in 1978, with the removal of ceilings on
deposit rates, and intensified in the 1980s : “In the early 1980s the stage was set for dereg-
ulation” (Englund, 1999, page 83). The requirement of banks to own government bonds
were abolished in 1983 as were the ceilings on bank loans in 1986 (Englund, 1990).

Reason: “Ceilings on loans from banks and finance companies. Abolished in 1985” (En-
glund, 1990).

Tanzania (1996) Prior to the start of reforms in the 1980s, Tanzania had a banking system
that was largely state-owned and controlled. Interest rates controls were put in place in
addition to qualitative credit controls that allocated credit to government prioritized sec-
tors: “The financial system in socialist Tanzania was very narrow. It essentially comprised
: (a) the Bank of Tanzania (the central bank) ; (b) three state-owned commercial banks (The
National Bank of Commerce, The Co-operative and Rural Development Bank (), and the
Peoples Bank of Zanzibar) ; (c) three state-owned development finance institutions (Tanza-
nia Development Finance, Tanzania Investment Bank and Tanzania Housing Bank) ; and
(d) state- owned non-bank financial institutions (e.g. the National Insurance Corporation
and the National Provident Fund)” (Temu and Due, 2000, page 686).

Tanzania’s reforms started gradually in the 1980s and were intensified in the 1990s.
They resulted in the removal of interest rate controls as well as the removal of credit ceil-
ings in 1996: “ Although Tanzania started pursuing financial reforms as early as the 1980s,
it was only in the 1990s that fully-fledged financial reforms were implemented... A year
later, the liquidity asset ratio was also abolished, and in 1996, the credit ceiling on commer-
cial banks lending was also abolished” (Odhiambo et al., 2010, page 1).

Reason: “A year later, the liquidity asset ratio was also abolished, and in 1996, the credit
ceiling on commercial banks lending was also abolished” (Odhiambo et al., 2010).
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Thailand (1980) Prior to the start of the financial liberalization process, the Thai financial
system was characterized by government controls and limited competition. Among the
measures adopted were interest rate ceilings, ceilings on deposits rates, and interest rate
ceilings for priority sectors. Moreover, foreign banks were barred from entry, and govern-
ment ownership of banks was common (Abiad et al., 2008, page 41).

The 1980s witnessed a gradual process of financial liberalization: “The country’s finan-
cial liberalisation process can be generally characterised as following a gradual approach,
implemented in steps so as to allow financial institutions and consumers to adjust to the
new environment” (Sirivedhin, 1998, page 197).

Among the measures adopted was the lifting of controls in May 1985 on opening of let-
ters of credit, and in June 1992 on interest rates and deposit rates ceilings. During the 1990s
more reforms were implemented following the adoption of three financial system develop-
ment plans which included the liberalization of international transactions, the adoption of
international measures, and the establishment of credit agencies to monitor credit (Sirived-
hin, 1998, page 218).

Reason: “The government gradually eliminated directed credit after 1980” (Abiad et al.,
2008).

Tunisia (1996) Prior to the adoption of reforms to liberalize its banking sector, Tunisia
resembled a classic case of financial repression with restrictions on the allocation of credit,
interest rates, and banks operations: “During the 1970s and the 1980s, the financial system
in Tunisia was heavily controlled. The financial market remained inactive, as there was no
real equity market where investors could buy or sell stocks. Interest rates were set admin-
istratively and were usually negative, at -4% in real terms over the period 1963-1985. The
money market was underdeveloped. Although the number of bank branches was sizeable
by the 1980s, competition remained weak due to the high concentration of deposits and
lending and the segmentation of bank activity. Moreover, the inactivity of money mar-
kets made commercial banks dependent on central bank refinancing when facing liquidity
problems. Additionally, commercial banks were often compelled to lend to priority sectors
with little concern for the borrowing firm’s profitability” (Naceur et al., 2006, page 6).

The adoption of reforms to liberalize the sector started in 1987 by lifting restrictions
on interest rates and promoting more competition in the banking sector: “Since the mid
1980s, the increasing costs of an inefficient banking sector and the attendant problems for
monetary control created a mounting impetus for reform. The changes initiated in 1987 and
1988 aimed at liberalizing interest rates and allowing market forces to play a greater role
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in banks’ business, while at the same time creating a deeper and more diversified financial
market” (Fund, 1995).

These reforms intensified following the introduction of a new banking law which fur-
ther liberalized the activities of banks with regard to the allocation of credit: “In an effort to
strengthen banks’ role in the economy, the new banking law, which was passed in Febru-
ary 1994, introduces ‘universal banking’ and permits deposit money banks to expand their
activities to new areas, such as regular medium- and long-term lending, portfolio manage-
ment, and financial restructuring services” (Fund, 1995).

Reason: “Lifting of framing of credit (LEC) 1996: allows to banks a great margin to op-
erate as regards distribution of credit like to the fixing of the debtor interest rates on the
market” (Abdelaziz et al., 2011).

United Kingdom (1971) In the United Kingdom, credit policy after World War II was in-
tricately tied to the government’s economic objectives. As Copley (2022) puts it, “Britain’s
postwar political economy relied on an uneasy compromise between an oligopolistic, cartelized
banking sector and a state oriented towards meeting social democratic goals." The Bank of
England, constrained by its limited legal authority, relied on “moral suasion” and banking
cartels for control. This approach dated back to agreements in the nineteenth century, in-
cluding zero-interest current accounts and collective agreements among Discount Houses
since 1935 for Treasury Bill tenders (Needham, 2014).

The government used several tools to restrict and direct credit in the economy. These
tools consisted of credit ceilings, special deposits, supplementary credit deposits scheme
(the Corset), and the hire-purchase controls. Credit ceilings were implemented by the Bank
of England and consisted of: “Short-term quantitative ceilings on the level of credit ex-
tended to the private sector and overseas. Export finance usually excluded and lending
to households and hire purchase lenders usually particularly discouraged” (Aikman et al.,
2016b, page 10).

An important shift in monetary policy began in 1970 when the use of credit controls
was abolished. The Monetary Policy Group (MPG) proposed replacing these controls with
guidance and an increased reliance on special deposits to manage bank liquidity. Conse-
quently, Chancellor Jenkins, in the Budget of April 1970, lifted credit ceilings and advised a
modest lending increase of about 5% for the coming year: “The MPG submitted its interim
report to the Chancellor on 25 March 1970. Having discounted the alternatives, members
settled on abolishing ceiling controls on the clearing banks in favor of ‘guidance’ on lend-
ing in the year ahead, coupled with more active calls for special deposits to control bank
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liquidity.”(Needham, 2014).
The introduction of Competition and Credit Control (CCC) by the Bank of England in

1971 was a significant change in the conduct of monetary policy. Implemented after exten-
sive consultations, the CCC marked the full liberalization of the banking sector and the end
of direct government control over credit. This transition led to the complete replacement
of quantitative ceilings with credit rationing based on cost, repayment of special deposits,
and the dissolution of longstanding banking cartels (Needham, 2014).

Reason: “Scheme used on various occasions in all three decades until abolition in 1971”
(Aikman et al., 2016b).
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E Supplementary Figures

Figure E.1: Credit, Value-added, and Employment Shares: Time Series

(a) Agriculture (b) Manufacture and Mining

(c) Construction and real estate (d) Services

Note: This figure shows the times series of financial and real-economy structural transformation during the
process of economic development, measured by the average of each variable within a particular year over
different countries. We restrict the sample with non-missing credit, value-added, and employment data for
all of these four sectors.
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Figure E.2: Credit-to-GDP, VA-to-GDP and Development: Cross-Sectional Evidence

(a) Agriculture (b) Manufacture and Mining

(c) Construction and real estate (d) Services

Note: This figure shows the dynamics of sectoral credit-to-GDP, VA-to-GDP through the process of economic
development. Left panels are the binscatter plots for cross-sectional data with with logged real GDP per
capita. Right panels are time series data, measured by the average of each variable within a particular year
over different countries. We restrict the sample with non-missing credit, value-added, and employment data
for all of these four sectors.
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Figure E.3: Credit-to-GDP, VA-to-GDP and Development: Time Series Evidence

(a) Agriculture (b) Manufacture and Mining

(c) Construction and real estate (d) Services

Note: This figure shows the dynamics of sectoral credit-to-GDP, VA-to-GDP through the process of economic
development. Left panels are the binscatter plots for cross-sectional data with with logged real GDP per
capita. Right panels are time series data, measured by the average of each variable within a particular year
over different countries. We restrict the sample with non-missing credit, value-added, and employment data
for all of these four sectors.
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Figure E.4: Comparison of Mortgage Share: Compustat vs Country Average

(a) Broad Industries (b) 1 Digit Industries

Notes: This figures compare the industry or sector level mortgage share in Compustat and calculated from
country-average. Each dots represent a broad sector in Panel (a) and a 1-digit industry in Panel (b). The
horizontal axis represents the mortgage share averaged from 5 countries, and the vertical axis represents that
computed from Compustat.
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Figure E.5: Log Change of Housing Price Index Across Subregions

(a) Asia

(b) Europe (c) Americas and Oceania

Note: This figure plots the housing price index over time at the sub-region level. We divide the countries into
10 subregions: Eastern/South-eastern/Western Asia, Northern/Southern/Western/Eastern Europe, Aus-
tralia and New Zealand, and Northern/Southern America. Since the data availability of housing price across
countries increase over time, we adjust these breaks. For example, if there is a change of number of countries
with valid housing price index at year t, we takes the change at year t as the average of change at t − 1 and
t + 1.
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Figure E.6: Distribution of Estimated Sensitivity ϑ̂c

Note: This figure visualizes the probability density function of estimated sensitivity of country level housing
price index on regional housing price index in a 1 year time-window, denoted by ϑ̂c, from specification 10.
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Figure E.7: First Stage F-statistics of IV Regression in Figure E.8

(a) Manufacturing and Real Estate (b) Five Industries

Note: These figures plot the first-stage F-statistics of instrumental variable local projections following spec-
ification (9) for Figure E.8c and E.8d, computed as Kleibergen and Paap (2006). The horizontal solid line
indicates the rule of thumb, i.e., F-statistics equal to 10.
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Figure E.8: Local Projection: Housing Price Pass-Through to Sectoral Credit

(a) LP: Manufacturing and Real Estate (b) LP: Sectors Ranked by Mortgage Share

(c) LP-IV: Manufacturing and Real Estate (d) LP-IV: Ranked by Mortgage Share

Note: These figures plot local projections following specification (9). Panel (a) plots the sequence of {β̂
j
h,0} for

manufacturing and real estate, controlling for lagged sectoral TFP and credit to value added in logs. Dashed
lines represent 90% confidence intervals computed using (Driscoll and Kraay, 1998) standard errors. Panel (b)
plots a similar sequence of more industries by adding agriculture; trade, accommodation and food services;
transportation and communication. Due to the availability of sectoral value added and credit to value added
data, we do not control for them in Panel (b). The number in parentheses is the share of real estate collateral
used in each industry.
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Figure E.9: Credit Allocation During East Asian Growth Miracles: Robustness Check

(a) Japan, 1949 (b) Malaysia, 1968

(c) Thailand, 1983 (d) Taiwan, 1959

Note: These figures show the sectoral credit-to-GDP ratio for different sectors on the left vertical axis with
solid lines and real GDP per capita (based on purchasing power parity) relative to US on the right vertical
axis with orange bars during the East Asian growth miracles, including (a) Japan, 1949, (b) Malaysia, 1968,
(c) Thailand, 1983, and (d) Taiwan, 1959. The timing for economic reform comes from Buera and Shin (2013).
Reform years are marked with a vertical line.
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Figure E.10: Timing of Credit Liberalization

Note: This figure shows the count of credit liberalizations across countries by year.
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Figure E.11: Credit Liberalization: Case Studies

(a) Israel, 1985 (b) Italy, 1983 (c) Japan, 1983 (d) South Korea, 1980

(e) Austria, 1982 (f) Costa Rica, 1991 (g) Finland, 1984 (h) United Kingdom, 1971

Note: This figure shows the credit-to-GDP ratio across sectors around the credit liberalization, including (a) Israel, 1985, (b) Italy,
1983, (c) Japan, 1983, and (d) South Korea, 1980, (e) Austria, 1982, (f) Costa Rica, 1991, (g) Finland, 1984, and (h) United Kingdom,
1971. Liberalization year is marked as a vertical line in the figure.
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Figure E.12: Robustness Check: Staggered Diff-in-Diff Credit Liberalization

(a) Credit to GDP: Cons (b) Credit to GDP: Manu (c) VA to GDP: Cons (d) VA to GDP: Manu

(e) Credit to VA: Cons (f) Credit to VA: Manu (g) Labor Prod.: Cons (h) Labor Prod.: Manu

Note: This figure presents the robustness check of staggered difference-in-difference estimates of sectoral variables around directed
credit policy liberalization. The solid lines are point estimates in different staggered DiD designs. (a) dark blue line: baseline local
projection DiD following Dube et al. (2023), (b) pink line: local projection DiD following Dube et al. (2023) using never-treated
countries as control, (c) the dark green: Callaway and Sant’Anna (2021), (d) light green: Sun and Abraham (2021), (e) orange:
De Chaisemartin and d’Haultfoeuille (2024). The dash lines represents 95% confidence intervals. The vertical axis is kept the same
as 9 for each variable across sectors for the ease of comparison.
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Figure E.13: Local Projection: Credit Liberalization

(a) Credit to GDP (b) Value Added to GDP

(c) Credit to Value Added (d) Labor Productivity

Note: This figure presents local projection impulse responses of aggregate and sectoral variables following
directed credit policy liberalization

∆hyc,s,t+h = αh
c + γh

t + ∑
j∈{Manu.,Cons.}

βh
j Liberalizationc,t × 1 {s = j}+

L

∑
l=0

γl∆1yc,s,t−l + ϵc,s,t+h.

The shaded area represents 95% confidence intervals from standard errors computed using Driscoll and
Kraay (1998).
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Figure E.14: Moments: Model v.s. Data (Robustness Check)

(a) Real Estate Credit Share (b) Real Estate Output Share (c) Relative HPI (d) Total Output per Worker

(e) Cons. Labor Productivity (f) Manu. Labor Productivity (g) Cons. Credit-to-VA (h) Manu. Credit-to-VA

Note: This figure provides a robustness check for the comparison of moments from data and quantitative model. Baseline Model
represents the results in Figure 7. Heterogeneous Financial Constraints Model refers to model in Appendix B.3. Heterogeneous En-
trepreneurs Model refers to model in Section 5.3 and Appendix B.2. Both model follow similar calibration procedure in Section
5.1. The light-green vertical bars with dots show the point estimates of empirical moments with 95% confidence interval. The
light-colored blue solid line represents the targeted moments from the model. The variables are: (a) credit share dE/(dE + dM), (b)
output share qyE/(qyE + yM), (c) relative housing price index log(q/pE), (d) total output per worker log[(yE + yM)/(nE + nM)], (e)
labor productivity in construction sector log(yE/nE), (f) labor productivity in manufacturing sector log(yM/nM), (g) construction
credit to value-added dE/(qyE), and (h) manufacturing credit to value-added dM/(pyM).
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Figure E.15: Calibrated Parameters for Extended Model

Panel A: Quantitative Model with Capital as Tangible Asset in Appendix B.1

(1) Sectoral Financial Constraint {λ
j
n, χ

j
n}N

n=1 (2) Sectoral TFP {zM
n }N

n=1

Panel B: Quantitative Model with Cash Flow- and Asset-Based Constraints in Appendix B.3

(1) Sectoral Collateral Constraint {λ
j
n}N

n=1 (2) Sectoral TFP {zj
n}N

n=1

Note: This figure plots the key parameters governing sectoral financial constraints and TFP in our extended
model, including sectoral financial constraint and TFP. Panel A and B use the quantitative model with capital
as tangible asset in Appendix B.1 and with cash flow- and asset-based constraints in Appendix B.3, respec-
tively.
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Figure E.16: Counterfactual for Sectoral Heterogeneity

Panel A: Quantitative Model with Capital as Tangible Asset in Appendix B.1

(1) Real Estate Credit Share
(2) Real Estate Nominal Output
Share

(3) Relative HPI (4) Manu. Credit-to-VA

Panel B: Quantitative Model with Cash Flow- and Asset-Based Constraints in Appendix B.3

(1) Real Estate Credit Share
(2) Real Estate Nominal Output
Share

(3) Relative HPI (4) Manu. Credit-to-VA

Note: This figure shows the results for counterfactual analysis of key variables by shutting down different sources of sectoral heterogeneity. Panel A and
B use the quantitative model with capital as tangible asset in Appendix B.1 and with cash flow- and asset-based constraints in Appendix B.3, respectively.
The key variables are (1) credit share, (2) nominal output share, (3) relative HPI, and (4) manufacturing credit-to-VA.
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Table F.1: Credit Share and Logged GDP Per Capita

Panel A: Agriculture

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) -0.018∗∗∗ -0.076∗∗ -0.046∗∗∗ 0.149∗∗∗ -0.013∗∗∗ -0.175∗∗∗

(0.0018) (0.0325) (0.0020) (0.0299) (0.0017) (0.0312)

ln(Real GDP per Capita)2 0.003∗ -0.010∗∗∗ 0.009∗∗∗

(0.0017) (0.0016) (0.0017)

Observations 1,876 1,876 1,876 1,876 1,872 1,872
# Countries 77 77 77 77 77 77
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.05 0.05 0.81 0.82 0.16 0.18

Panel B: Manufacture & Mining

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) -0.044∗∗∗ 0.296∗∗∗ -0.130∗∗∗ 1.105∗∗∗ -0.032∗∗∗ 0.118∗∗

(0.0031) (0.0561) (0.0044) (0.0601) (0.0029) (0.0532)

ln(Real GDP per Capita)2 -0.018∗∗∗ -0.064∗∗∗ -0.008∗∗∗

(0.0030) (0.0031) (0.0028)

Observations 1,876 1,876 1,876 1,876 1,872 1,872
# Countries 77 77 77 77 77 77
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.10 0.12 0.71 0.77 0.26 0.27

Panel C: Construction & Real Estate

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.058∗∗∗ -0.242∗∗∗ 0.115∗∗∗ -0.600∗∗∗ 0.054∗∗∗ -0.171∗∗∗

(0.0027) (0.0483) (0.0040) (0.0581) (0.0027) (0.0490)

ln(Real GDP per Capita)2 0.016∗∗∗ 0.037∗∗∗ 0.012∗∗∗

(0.0026) (0.0030) (0.0026)

Observations 1,876 1,876 1,876 1,876 1,872 1,872
# Countries 77 77 77 77 77 77
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.20 0.22 0.72 0.74 0.25 0.26

Panel D: Service

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.004 0.028 0.063∗∗∗ -0.626∗∗∗ -0.008∗∗ 0.234∗∗∗

(0.0035) (0.0647) (0.0056) (0.0835) (0.0034) (0.0614)

ln(Real GDP per Capita)2 -0.001 0.036∗∗∗ -0.013∗∗∗

(0.0034) (0.0043) (0.0033)

Observations 1,876 1,876 1,876 1,876 1,872 1,872
# Countries 77 77 77 77 77 77
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.00 0.00 0.60 0.62 0.16 0.17

Notes: This table presents the estimation result for

∆h log(Credit Sharej
c,t) = β

j
0 + β

j
1 log(Real GDP per Capitac,t) + β

j
2 log(Real GDP per Capitac,t)

2 + γc + µt + ϵ
j
c,t,h,

where c, j and t indicate country, sector and year, respectively. γc is the country fixed effect, µt is year fixed effect. *, **, and *** denote
significance at the 10%, 5% and 1% level.
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Table F.2: Constant Price Value-Added Share and Logged GDP Per Capita

Panel A: Agriculture

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) -0.109∗∗∗ -0.461∗∗∗ -0.069∗∗∗ -0.496∗∗∗ -0.109∗∗∗ -0.430∗∗∗

(0.0013) (0.0181) (0.0022) (0.0199) (0.0013) (0.0185)

ln(Real GDP per Capita)2 0.020∗∗∗ 0.024∗∗∗ 0.018∗∗∗

(0.0010) (0.0011) (0.0011)

Observations 4,305 4,305 4,305 4,305 4,305 4,305
# Countries 99 99 99 99 99 99
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.64 0.67 0.90 0.91 0.65 0.67

Panel B: Manufacture & Mining

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.002 0.363∗∗∗ 0.009∗∗∗ 0.123∗∗∗ 0.003∗ 0.376∗∗∗

(0.0016) (0.0230) (0.0024) (0.0228) (0.0016) (0.0237)

ln(Real GDP per Capita)2 -0.021∗∗∗ -0.006∗∗∗ -0.021∗∗∗

(0.0013) (0.0013) (0.0013)

Observations 4,305 4,305 4,305 4,305 4,305 4,305
# Countries 99 99 99 99 99 99
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.00 0.05 0.78 0.78 0.01 0.06

Panel C: Construction & Real Estate

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.020∗∗∗ 0.035∗∗ 0.003 0.307∗∗∗ 0.021∗∗∗ 0.010
(0.0009) (0.0141) (0.0021) (0.0196) (0.0009) (0.0143)

ln(Real GDP per Capita)2 -0.001 -0.017∗∗∗ 0.001
(0.0008) (0.0011) (0.0008)

Observations 4,305 4,305 4,305 4,305 4,305 4,305
# Countries 99 99 99 99 99 99
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.10 0.10 0.57 0.60 0.13 0.13

Panel D: Service

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.084∗∗∗ 0.000 0.054∗∗∗ 0.024 0.082∗∗∗ -0.020
(0.0019) (0.0283) (0.0038) (0.0365) (0.0019) (0.0289)

ln(Real GDP per Capita)2 0.005∗∗∗ 0.002 0.006∗∗∗

(0.0016) (0.0020) (0.0016)

Observations 4,305 4,305 4,305 4,305 4,305 4,305
# Countries 99 99 99 99 99 99
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.32 0.32 0.74 0.74 0.33 0.34

Notes: This table presents the estimation result for

∆h log(Value Added Sharej
c,t) = β

j
0 + β

j
1 log(Real GDP per Capitac,t) + β

j
2 log(Real GDP per Capitac,t)

2 + γc + µt + ϵ
j
c,t,h,

where c, j and t indicate country, sector and year, respectively. γc is the country fixed effect, µt is year fixed effect. *, **, and *** denote
significance at the 10%, 5% and 1% level.
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Table F.3: Nominal Price Value-Added Share and Logged GDP Per Capita

Panel A: Agriculture

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) -0.103∗∗∗ -0.260∗∗∗ -0.102∗∗∗ -0.242∗∗∗ -0.101∗∗∗ -0.274∗∗∗

(0.0012) (0.0185) (0.0024) (0.0225) (0.0012) (0.0187)

ln(Real GDP per Capita)2 0.009∗∗∗ 0.008∗∗∗ 0.010∗∗∗

(0.0011) (0.0013) (0.0011)

Observations 3,704 3,704 3,704 3,704 3,701 3,701
# Countries 89 89 89 89 89 89
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.66 0.66 0.89 0.90 0.66 0.67

Panel B: Manufacture & Mining

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.027∗∗∗ 0.382∗∗∗ -0.015∗∗∗ 0.547∗∗∗ 0.029∗∗∗ 0.368∗∗∗

(0.0015) (0.0214) (0.0030) (0.0261) (0.0015) (0.0217)

ln(Real GDP per Capita)2 -0.020∗∗∗ -0.032∗∗∗ -0.019∗∗∗

(0.0012) (0.0015) (0.0012)

Observations 3,704 3,704 3,704 3,704 3,701 3,701
# Countries 89 89 89 89 89 89
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.08 0.15 0.70 0.74 0.11 0.17

Panel C: Construction & Real Estate

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.016∗∗∗ -0.003 0.036∗∗∗ 0.052∗∗ 0.016∗∗∗ 0.000
(0.0009) (0.0136) (0.0023) (0.0216) (0.0009) (0.0138)

ln(Real GDP per Capita)2 0.001 -0.001 0.001
(0.0008) (0.0012) (0.0008)

Observations 3,704 3,704 3,704 3,704 3,701 3,701
# Countries 89 89 89 89 89 89
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.08 0.08 0.52 0.52 0.11 0.11

Panel D: Service

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.060∗∗∗ -0.115∗∗∗ 0.081∗∗∗ -0.352∗∗∗ 0.057∗∗∗ -0.090∗∗∗

(0.0017) (0.0255) (0.0038) (0.0353) (0.0017) (0.0254)

ln(Real GDP per Capita)2 0.010∗∗∗ 0.024∗∗∗ 0.008∗∗∗

(0.0015) (0.0020) (0.0015)

Observations 3,704 3,704 3,704 3,704 3,701 3,701
# Countries 89 89 89 89 89 89
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.25 0.26 0.70 0.71 0.30 0.30

Notes: This table presents the estimation result for

∆h log(Value-Added Sharej
c,t) = β

j
0 + β

j
1 log(Real GDP per Capitac,t) + β

j
2 log(Real GDP per Capitac,t)

2 + γc + µt + ϵ
j
c,t,h,

where c, j and t indicate country, sector and year, respectively. γc is the country fixed effect, µt is year fixed effect. *, **, and *** denote
significance at the 10%, 5% and 1% level.
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Table F.4: Employment Share and Logged GDP Per Capita

Panel A: Agriculture

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) -0.178∗∗∗ 0.035 -0.183∗∗∗ -0.321∗∗∗ -0.177∗∗∗ 0.033
(0.0025) (0.0438) (0.0032) (0.0278) (0.0026) (0.0450)

ln(Real GDP per Capita)2 -0.012∗∗∗ 0.008∗∗∗ -0.011∗∗∗

(0.0024) (0.0015) (0.0025)

Observations 1,231 1,231 1,226 1,226 1,225 1,225
# Countries 54 54 49 49 54 54
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.81 0.81 0.97 0.98 0.82 0.82

Panel B: Manufacture & Mining

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.033∗∗∗ 0.305∗∗∗ -0.030∗∗∗ 0.635∗∗∗ 0.031∗∗∗ 0.277∗∗∗

(0.0014) (0.0239) (0.0032) (0.0195) (0.0013) (0.0221)

ln(Real GDP per Capita)2 -0.015∗∗∗ -0.037∗∗∗ -0.013∗∗∗

(0.0013) (0.0011) (0.0012)

Observations 1,231 1,231 1,226 1,226 1,225 1,225
# Countries 54 54 49 49 54 54
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.31 0.37 0.73 0.86 0.46 0.51

Panel C: Construction & Real Estate

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.016∗∗∗ 0.102∗∗∗ 0.024∗∗∗ 0.149∗∗∗ 0.016∗∗∗ 0.101∗∗∗

(0.0006) (0.0099) (0.0011) (0.0092) (0.0006) (0.0101)

ln(Real GDP per Capita)2 -0.005∗∗∗ -0.007∗∗∗ -0.005∗∗∗

(0.0005) (0.0005) (0.0006)

Observations 1,231 1,231 1,226 1,226 1,225 1,225
# Countries 54 54 49 49 54 54
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.40 0.43 0.82 0.84 0.42 0.46

Panel D: Service

(1) (2) (3) (4) (5) (6)

ln(Real GDP per Capita) 0.129∗∗∗ -0.447∗∗∗ 0.190∗∗∗ -0.471∗∗∗ 0.130∗∗∗ -0.416∗∗∗

(0.0024) (0.0393) (0.0039) (0.0276) (0.0023) (0.0377)

ln(Real GDP per Capita)2 0.032∗∗∗ 0.036∗∗∗ 0.030∗∗∗

(0.0022) (0.0015) (0.0021)

Observations 1,231 1,231 1,226 1,226 1,225 1,225
# Countries 54 54 49 49 54 54
Country FE ✓ ✓
Year FE ✓ ✓
R2 0.71 0.75 0.94 0.96 0.75 0.79

Notes: This table presents the estimation result for

∆h log(Employment Sharej
c,t) = β

j
0 + β

j
1 log(Real GDP per Capitac,t) + β

j
2 log(Real GDP per Capitac,t)

2 + γc + µt + ϵ
j
c,t,h,

where c, j and t indicate country, sector and year, respectively. γc is the country fixed effect, µt is year fixed effect. *, **, and *** denote
significance at the 10%, 5% and 1% level.
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Table F.5: Housing Price Pass-through to Sectoral Credit: Bivariate Regressions

Panel A: ∆h log(Creditmanu
c,t )

h = 1 h = 3 h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

∆h log(HPIc,t) 0.16 0.41 0.22 0.59 0.22 0.78 0.26 -0.21
[0.11,0.22] [0.26,0.57] [0.18,0.27] [0.23,0.94] [0.18,0.26] [-0.53,2.10] [0.21,0.30] [-0.60,0.17]

Observations 753 679 671 530 601 442 449 258
# Countries 37 34 34 22 31 20 21 14
Country FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Other controls ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Specification OLS 2SLS OLS 2SLS OLS 2SLS OLS 2SLS
IV 1st Stage F-statistics 62.06 37.65 1.05 8.51
Mean of Dependent Var. 0.02 0.01 0.04 0.05 0.07 0.09 0.15 0.14
R2 0.76 0.73 0.83 0.72 0.85 0.58 0.81 0.69

Panel B: ∆h log(Creditcons
c,t )

h = 1 h = 3 h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

∆h log(HPIc,t) 0.39 0.51 0.49 0.75 0.48 0.66 0.49 -2.22
[0.31,0.48] [0.26,0.76] [0.40,0.58] [0.30,1.20] [0.40,0.57] [0.29,1.04] [0.29,0.69] [-20.1,15.6]

Observations 718 648 638 499 570 411 423 237
# Countries 36 33 33 21 30 19 20 14
Country FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Other controls ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Specification OLS 2SLS OLS 2SLS OLS 2SLS OLS 2SLS
IV 1st Stage F-statistics 54.86 30.26 71.92 0.10
Mean of Dependent Var. 0.06 0.06 0.17 0.19 0.29 0.33 0.62 0.51
R2 0.83 0.82 0.87 0.84 0.88 0.86 0.87 -1.11

Notes: This table reports the estimation result for housing price pass-through to sectoral credit in different time horizons. IV 1st Stage F-statistics is
computed following Kleibergen and Paap (2006).
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Table F.6: Cross-Sectional Evidence of Housing Price Pass-through

Panel A: Manuf./mining Panel B: Cons./RE

(1) (2) (3) (4) (5) (6)

log(HPIc,t) 0.28 0.12 0.24 0.67 0.24 0.39
[0.11,0.45] [-0.080,0.33] [0.048,0.44] [0.39,0.96] [-0.013,0.49] [0.23,0.56]

Observations 1,125 1,121 793 1,120 1,116 757
# Countries 46 46 37 46 46 36
Country FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓
Other controls ✓ ✓
R2 0.98 0.99 1.00 0.95 0.97 0.99

Panel C: Low Mortgage Share Panel D: High Mortgage Share

(1) (2) (3) (4) (5) (6)

log(HPIc,t) 0.43 0.12 0.13 0.61 0.20 0.20
[0.22,0.64] [-0.16,0.40] [-0.16,0.41] [0.35,0.87] [-0.11,0.51] [-0.12,0.52]

Observations 5,188 5,188 5,166 5,830 5,830 5,815
# Countries 46 46 46 52 52 52
# Industries 5 5 5 5 5 5
Country FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓
Industry FE ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓
R2 0.95 0.96 0.96 0.91 0.93 0.93

Notes: This table reports the cross-sectional evidence of housing price pass-through to credit in different
sectors or industries with high/low mortgage share. Panel A and B estimate

log(Creditj
c,t) = βj log(HPI)c,t + X j

c,t + µc + γt + ej
c,t

where j is sector, either manufacture/mining or construction/real estate, c indicates country, t indicates year.
Panel C and D estimate

log(Creditκ
c,t,j) = βκ log(HPI)c,t + µc + γt + ϱj + eκ

c,t,j

where κ indicates whether the industry has low or high mortgage share, ϱj is the industry fixed effect. We
separate the high and low mortgage share industry using a threshold of 45%. By definition, β̂j and β̂κ are the
coefficients of interest. Standard errors are clustered at the country level. 95% confidence intervals are in the
bracket.
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Table F.7: Credit Growth and Collateral Usage: Country and Industry Variation

∆h log(Creditc,j,t)

h = 5 h = 10

(1) (2) (3) (4)

Mortgage Sharec,j 1.33∗∗∗ 0.60∗∗ 2.78∗∗∗ 1.20∗∗

(0.26) (0.24) (0.40) (0.59)

Observations 280 350 185 191
# Countries 4 4 4 4
# Industries 5 9 5 8
Country×Year FE ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓ ✓ ✓
Industry Level Broad 1-Digit Broad 1-Digit
Mean of Dependent Var. 0.26 0.27 0.50 0.55
R2 0.89 0.81 0.90 0.71

Notes: This table reports the relation between mortgage share and growth of credit for 5-year or 10-year time
horizon following the specification in a country-year-industry panel

∆h log(Creditc,j,t) = βhMortgage Sharec,j + Fixed Effects + ϵc,j,t for h = 5, 10.

We use nominal credit on the dependent variable since price level is controlled by industry × year fixed
effects. *, ** and *** denote significance at the 10%, 5% and 1% level.
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Table F.8: Credit Growth and Collateral Usage: Industry Variation

Panel A: Sectoral Credit Growth and Mortgage Share

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

Mortgage Sharej 0.11∗∗∗ 0.11∗∗∗ 0.22∗∗∗ 0.21∗∗∗ 0.27∗∗∗ 0.28∗∗∗ 0.42∗∗∗ 0.45∗∗∗

(0.030) (0.023) (0.034) (0.029) (0.044) (0.034) (0.052) (0.045)

Observations 14,516 15,520 16,046 16,858 11,868 12,752 12,796 13,493
# Countries 111 112 111 109 105 110 105 107
# Industries 5 5 9 9 5 5 9 9
Country FE ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓
Country×Year FE ✓ ✓ ✓ ✓
Industry Level Broad Broad 1-Digit 1-Digit Broad Broad 1-Digit 1-Digit
Mean of Dependent Var. 0.30 0.70 0.29 0.66 0.58 1.44 0.56 1.34
R2 0.20 0.75 0.16 0.66 0.30 0.85 0.25 0.79

Panel B: Sectoral Credit Growth and Real Estate Input Share

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

Real Estate Input Sharej 0.65∗∗∗ 0.62∗∗∗ 1.55∗∗ 1.80∗∗∗ 1.42∗∗∗ 1.35∗∗∗ 3.31∗∗∗ 3.80∗∗∗

(0.056) (0.045) (0.77) (0.68) (0.082) (0.066) (1.07) (0.94)

Observations 16,476 17,650 8,084 7,942 13,415 14,448 6,607 6,473
# Countries 111 112 111 100 105 110 105 95
# Industries 6 6 3 3 6 6 3 3
Country FE ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓
Country×Year FE ✓ ✓ ✓ ✓
Industry Level Broad Broad 1-Digit 1-Digit Broad Broad 1-Digit 1-Digit
Mean of Dependent Var. 0.31 0.72 0.23 0.62 0.60 1.45 0.43 1.27
R2 0.17 0.66 0.19 0.71 0.28 0.80 0.32 0.84

Notes: This table reports the relation between mortgage share and growth of credit for 5-year or 10-year time
horizon following the specification in a country-year-industry panel

∆h log(Creditc,j,t) = βhCollateral Usagec,j + Fixed Effects + ϵc,j,t for h = 5, 10.

Panel A and B use mortgage share and real estate input share as the measure for sector-specific collateral
usage. Country × year fixed effects captures the country-year specific price index. For these columns, the
dependent variable is logged sectoral credit which is more available. For columns with country and year fixed
effects, the dependent variable is logged sectoral real credit, deflated by CPI. *, ** and *** denote significance
at the 10%, 5% and 1% level.
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Table F.9: Credit Growth and Collateral Usage: Country Variation

Panel A: Mortgage to GDP Ratio

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

∆h

(
Mortgage

GDP

)
c,t

1.51∗∗∗ 1.50∗∗∗ 1.68∗∗∗ 1.63∗∗∗ 1.22∗∗∗ 1.21∗∗∗ 1.55∗∗∗ 1.49∗∗∗

(0.11) (0.11) (0.11) (0.11) (0.10) (0.11) (0.11) (0.11)

Observations 4,683 4,683 4,875 4,823 3,741 3,741 3,793 3,744
# Countries 35 35 35 35 30 30 30 30
# Industries 6 6 9 9 6 6 9 9
Industry FE ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓ ✓ ✓
Industry Level Broad Broad 1-Digit 1-Digit Broad Broad 1-Digit 1-Digit
Mean of Dependent Var. 0.25 0.25 0.23 0.23 0.48 0.48 0.47 0.46
R2 0.16 0.22 0.19 0.26 0.17 0.22 0.21 0.27

Panel B: Household Residential Mortgage to GDP

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

∆h

(
HH Resid Mortgage

GDP

)
c,t

1.21∗∗∗ 1.22∗∗∗ 1.95∗∗∗ 1.87∗∗∗ 0.89∗∗∗ 0.87∗∗∗ 1.40∗∗∗ 1.29∗∗∗

(0.12) (0.12) (0.12) (0.12) (0.12) (0.12) (0.12) (0.12)

Observations 7,538 7,537 8,027 8,011 5,720 5,719 5,921 5,899
# Countries 69 69 69 69 57 57 57 57
# Industries 6 6 9 9 6 6 9 9
Industry FE ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓ ✓ ✓
Industry Level Broad Broad 1-Digit 1-Digit Broad Broad 1-Digit 1-Digit
Mean of Dependent Var. 0.28 0.28 0.25 0.25 0.52 0.52 0.48 0.48
R2 0.09 0.14 0.10 0.17 0.10 0.14 0.11 0.18

Panel C: Household Residential Mortgage to Household Credit

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

∆h

(
HH Resid Mortgage

HH Credit

)
c,t

0.41∗∗∗ 0.41∗∗∗ 0.44∗∗∗ 0.44∗∗∗ 0.65∗∗∗ 0.64∗∗∗ 0.56∗∗∗ 0.55∗∗∗

(0.071) (0.071) (0.069) (0.070) (0.080) (0.081) (0.077) (0.078)

Observations 7,419 7,418 7,876 7,854 5,606 5,605 5,780 5,766
# Countries 69 69 69 69 57 57 57 57
# Industries 6 6 9 9 6 6 9 9
Industry FE ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓ ✓ ✓
Industry Level Broad Broad 1-Digit 1-Digit Broad Broad 1-Digit 1-Digit
Mean of Dependent Var. 0.28 0.28 0.25 0.25 0.52 0.52 0.48 0.48
R2 0.08 0.13 0.08 0.14 0.10 0.15 0.09 0.16

Notes: This table reports the relation between mortgage share and growth of credit for 5-year or 10-year time horizon following the
specification in a country-year-industry panel

∆h log(Creditc,j,t) = βh∆hCollateral Usagec,t + Fixed Effects + ϵc,j,t for h = 5, 10.

Panel A, B and C use mortgage to GDP ratio, household residential mortgage to GDP and household residential mortgage to household
credit as measure of collateral usage, respectively. *, ** and *** denote significance at the 10%, 5% and 1% level.
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Table F.10: Predictive Regression: Credit Liberalization

1{Liberalizationc,t}

GDP Growth Inflation Credit
GDP

FDI Inflow
GDP

Trade
GDP Bank Crisis

(1) (2) (3) (4) (5) (6)

Xc,t−1 0.0071 -0.0078 0.0014 -0.0018 0.019∗∗ 0.0077
(0.011) (0.017) (0.022) (0.0055) (0.0092) (0.013)

Xc,t−1 0.00072 0.024 -0.025 -0.0076∗ -0.0032 0.0027
(0.011) (0.026) (0.019) (0.0042) (0.0090) (0.010)

Xc,t−3 0.015 0.0028 -0.00091 0.0077 -0.023∗∗ -0.00051
(0.014) (0.0054) (0.011) (0.0063) (0.011) (0.0081)

Xc,t−4 0.021∗ 0.0034 -0.017 0.0020 0.0079 -0.0033
(0.011) (0.0050) (0.015) (0.0039) (0.012) (0.0064)

Xc,t−5 -0.0046 -0.0039 0.020 0.0017 -0.00057 0.0047
(0.016) (0.0079) (0.015) (0.0051) (0.010) (0.0092)

Observations 5,312 3,982 4,604 4,456 4,379 5,017
Country FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓
R2 .037 .048 .042 .043 .04 .037

Notes: This table report the results for predictive regression

1{Liberalizationc,t} =
5

∑
l=1

βlXc,t−l + αc + γt + ϵc,t

where 1{Liberalizationc,t} is an indicator for credit liberalization in country c at time t, Xc,t−l represents
characteristics before time t, which includes real GDP per capita growth rate, inflation, credit-to-GDP ratio,
net FDI-inflow-to-GDP ratio, trade-to-GDP ratio, and bank crisis indicator from Baron et al. (2021). Standard
errors are clustered at the country level. *, ** and *** denote significance at the 10%, 5% and 1% level.
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Table F.11: Credit Growth and Change of Intangibles/Tangibles

Panel A: Intangible Asset Share

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

∆hIntangible Sharec,j,t -2.06∗∗ -2.79∗∗∗ -2.83∗∗∗ -2.46∗∗ -2.50∗∗ -3.54∗∗∗ -3.84∗∗∗ -3.93∗∗∗

(0.72) (0.80) (0.88) (1.11) (0.80) (0.91) (0.93) (0.91)

Observations 1,567 1,191 1,551 1,190 825 651 811 650
# Countries 15 15 15 15 14 14 14 14
# Industries 18 11 18 11 17 11 16 11
Country×Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓ ✓ ✓
R2 .0098 .019 .017 .014 .025 .047 .055 .056

Panel B: Intangible and Tangible Assets

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

∆h log(Intangiblec,j,t) 0.40∗∗∗ 0.40∗∗∗ 0.10 0.18 0.46∗∗∗ 0.37∗∗∗ 0.13 0.17
(0.087) (0.088) (0.17) (0.17) (0.038) (0.047) (0.16) (0.17)

∆h log(Tangiblec,j,t) 0.74∗∗∗ 0.82∗∗∗ 0.70∗∗∗ 0.61∗∗∗ 0.78∗∗∗ 0.97∗∗∗ 0.79∗∗∗ 0.81∗∗∗

(0.063) (0.093) (0.10) (0.13) (0.032) (0.033) (0.024) (0.058)

Observations 1,567 1,191 1,551 1,190 825 651 811 650
# Countries 15 15 15 15 14 14 14 14
# Industries 18 11 18 11 17 11 16 11
Country×Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓ ✓ ✓
R2 .065 .089 .037 .039 .12 .15 .089 .099

Notes: This table reports the relation between change of intangible or tangible assets and industry credit
growth in a country, year, 1-digit industry panel. Panel A estimates the following specification

∆h log(Creditc,j,t) = βh∆hIntangible Sharec,j,t + Fixed Effects + ϵc,j,t for h = 5, 10.

Panel B estimates the following specification

∆h log(Creditc,j,t) = βh
Intang∆h log(Intangc,j,t) + βh

Tang∆h log(Tangc,j,t) + Fixed Effects + ϵc,j,t for h = 5, 10.

*, ** and *** denote significance at the 10%, 5% and 1% level.
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Table F.12: Development Accounting Analysis: Model with Two Types of Production Technology (Continued)

Panel A: dE/(dE + dM) Panel B: qyE/(qyE + yM)

1 to 20 1 to 3 3 to 20 1 to 20 1 to 3 3 to 20

(1) Baseline 65.01 1.27 63.74 16.91 5.62 11.29
(2) Vary productivity 24.57 (37.8) 6.25 (n.a.) 18.32 (28.7) 17.22 (101.8) 5.56 (98.9) 11.66 (103.3)
(3) Vary all constraints 49.97 (76.9) −2.50 (n.a.) 52.47 (82.3) −0.04 (−0.3) 0.17 (3.1) −0.22 (−1.9)
(4) Vary manu. constraint 11.43 (17.6) −13.76 (n.a.) 25.19 (39.5) −0.07 (−0.4) 0.17 (3.0) −0.24 (−2.1)
(5) Vary cons. constraint 37.24 (57.3) 7.25 (n.a.) 30.00 (47.1) 0.02 (0.1) 0.00 (0.0) 0.02 (0.2)

Panel C: log(q) Panel D: dM/(pMyM)

1 to 20 1 to 3 3 to 20 1 to 20 1 to 3 3 to 20

(1) Baseline 2.50 0.90 1.60 −0.65 0.60 −1.25
(2) Vary productivity 2.55 (101.8) 0.89 (98.4) 1.66 (103.8) −0.35 (54.0) −0.06 (−10.1) −0.29 (23.3)
(3) Vary all constraints −0.04 (−1.4) 0.02 (2.1) −0.05 (−3.4) −0.46 (71.0) 0.58 (97.4) −1.05 (83.7)
(4) Vary manu. constraint −0.01 (−0.4) 0.02 (2.5) −0.03 (−2.0) −0.46 (71.0) 0.58 (97.4) −1.05 (83.7)
(5) Vary cons. constraint −0.03 (−1.0) −0.00 (−0.3) −0.02 (−1.4) −0.00 (0.0) −0.00 (−0.0) 0.00 (−0.0)

Note: This table shows how financial constraints and sectoral TFP contribute to structural transformation in credit and output,
measured by (a) the real estate credit share dE/(dE + dM), (b) the real estate output share qyE/(qyE + yM), and other macroeco-
nomic variables, measured by (c) the price of collateral log(q), and (d) manufacturing credit to value added ratio dM/(pMyM). All
other notes are the same as Table 3.
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Table F.13: Quantifying the Decomposition Rule: Baseline

Group Range Variable ∆ log(Q) ∆ log(Z) ∆ log(W) ∆ log(Γ) Total

1 to 20 ∆ log(dE/dM) 1263.9% -1252.1% 0.0% 88.2% 100.0%
1 to 20 ∆ log(qyE/yM) 4586.5% -4543.8% 0.0% 57.3% 100.0%
1 to 3 ∆ log(dE/dM) 14946.8% -14379.1% 0.0% -467.7% 100.0%
1 to 3 ∆ log(qyE/yM) 3691.0% -3550.8% 0.0% -40.2% 100.0%
3 to 20 ∆ log(dE/dM) 833.7% -839.4% 0.0% 105.7% 100.0%
3 to 20 ∆ log(qyE/yM) 5312.9% -5349.3% 0.0% 136.4% 100.0%

Note: This table shows how different channels contribute to financial and canonical Kuznets facts.
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Table F.14: Quantifying the Decomposition Rule: Two Constraints

Group Range Variable ∆ log(Q) ∆ log(Z) ∆ log(W) ∆ log(Γ) Total

1 to 20 ∆ log(dE/dM) 1013.2% -364.3% -626.3% 77.4% 100.0%
1 to 20 ∆ log(qyE/yM) 2950.1% -1060.7% -1823.4% 34.1% 100.0%
1 to 7 ∆ log(dE/dM) -2902.2% 1036.7% 1781.2% 184.3% 100.0%
1 to 7 ∆ log(qyE/yM) 2959.0% -1057.0% -1816.0% 14.0% 100.0%

5 to 15 ∆ log(dE/dM) 908.6% -325.0% -558.9% 75.3% 100.0%
5 to 15 ∆ log(qyE/yM) 3001.1% -1073.6% -1846.0% 18.4% 100.0%

Note: This table shows how different channels contribute to financial and canonical Kuznets facts.
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Table F.15: Sectoral Credit Allocation and Subsequent Long-Run Growth: Pooling Two
Sectors

Dep Var: ∆h log(Real GDP per Capitac,t)

h = 5 h = 10

(1) (2) (3) (4) (5) (6) (7) (8)

Credit ShareManu
c,t 0.31∗∗∗ 0.23∗∗∗ 0.14 0.41∗∗∗ 0.26∗∗∗ 0.39∗∗∗

(0.044) (0.041) (0.12) (0.067) (0.046) (0.11)

Credit ShareCons
c,t -0.33∗∗∗ -0.25∗∗∗ -0.017 -0.60∗∗∗ -0.52∗∗∗ -0.20

(0.049) (0.050) (0.069) (0.058) (0.058) (0.15)

Total Credit to GDPc,t -0.097∗∗ -0.062∗ -0.059 -0.15∗∗∗ -0.044 0.028 0.030 0.0046
(0.037) (0.036) (0.038) (0.036) (0.068) (0.053) (0.057) (0.041)

Observations 1,511 1,511 1,511 744 1,162 1,162 1,162 545
# Countries 73 73 73 41 65 65 65 36
Country FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
GDP Level Control ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Sectoral Value Added Control ✓ ✓
R2 0.19 0.20 0.21 0.29 0.33 0.36 0.37 0.36

Notes: This table presents the estimation result for

∆h log(Real GDP per Capitac,t) = ∑
j∈{cons,manu}

β
j
h Credit Sharej

c,t + γc + µt + X j
c,t + ϵ

j
c,t,h, h = 5, 10.

where ∆h is the operator for change from t to t + h, j indicates sector, γc is the country fixed effect, µt is year
fixed effect, X j

c,t is other macroeconomic controls, including a second-order polynomial of logged real GDP
per capita, total credit to GDP ratio, sectoral value-added share. Driscoll and Kraay (1998) standard errors
are in the parentheses with lag length ceiling(1.5 × h). *, **, and *** denote significance at the 10%, 5% and
1% level.

153



Table F.16: Sectoral Credit Allocation and Subsequent Long-Run Growth: All Sectors

Panel A: Agriculture

h = 5 h = 10

(1) (2) (3) (4) (5) (6)

Credit ShareAgri
c,t 0.12 0.53∗∗∗ -0.093 0.063 0.88∗∗∗ -0.23

(0.10) (0.13) (0.15) (0.17) (0.21) (0.45)

Observations 1,516 1,515 1,340 1,169 1,166 1,014
# Countries 74 73 68 68 65 61
Country FE ✓ ✓ ✓ ✓
Year FE ✓ ✓
Other Controls ✓ ✓
R2 0.00 0.03 0.17 0.00 0.05 0.28

Panel B: Manufacturing & Mining

h = 5 h = 10

(1) (2) (3) (4) (5) (6)

Credit ShareManu
c,t 0.17∗∗ 0.36∗∗∗ 0.24∗∗∗ 0.22 0.44∗∗ 0.32∗∗∗

(0.087) (0.10) (0.060) (0.20) (0.18) (0.078)

Observations 1,516 1,515 1,340 1,169 1,166 1,014
# Countries 74 73 68 68 65 61
Country FE ✓ ✓ ✓ ✓
Year FE ✓ ✓
Other Controls ✓ ✓
R2 0.03 0.08 0.21 0.02 0.05 0.31

Panel C: Construction & Real Estate

h = 5 h = 10

(1) (2) (3) (4) (5) (6)

Credit ShareCons
c,t -0.39∗∗∗ -0.63∗∗∗ -0.26∗∗∗ -0.67∗∗∗ -1.06∗∗∗ -0.48∗∗∗

(0.062) (0.057) (0.086) (0.095) (0.076) (0.16)

Observations 1,516 1,515 1,340 1,169 1,166 1,014
# Countries 74 73 68 68 65 61
Country FE ✓ ✓ ✓ ✓
Year FE ✓ ✓
Other Controls ✓ ✓
R2 0.10 0.18 0.20 0.10 0.21 0.32

Panel D: Services

h = 5 h = 10

(1) (2) (3) (4) (5) (6)

Credit ShareServ
c,t 0.054 -0.0019 -0.094∗∗ 0.13 0.055 -0.17∗∗

(0.067) (0.069) (0.045) (0.19) (0.13) (0.076)

Observations 1,516 1,515 744 1,169 1,166 545
# Countries 74 73 41 68 65 36
Country FE ✓ ✓ ✓ ✓
Year FE ✓ ✓
Other Controls ✓ ✓
R2 0.00 0.00 0.29 0.01 0.00 0.33

Notes: This table presents the estimation result for

∆h log(Real GDP per Capitac,t+h) = β
j
hCredit Sharej

c,t + γc + µt + X j
c,t + ϵ

j
c,t,h, h = 5, 10,

where ∆h is the operator for change from t to t + h, j indicates sector, γc is the country fixed effect, µt is year fixed effect, X j
c,t is other

other macroeconomic controls, including a second-order polynomial of logged real GDP per capita at time t and sectoral value-added
share at time t. Driscoll and Kraay (1998) standard errors are in the parentheses with lag length ceiling(1.5 × h). *, **, and *** denote
significance at the 10%, 5% and 1% level.
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